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Preface 

The Space Programs Summary is a multivolume, bimonthly publication that 
presents a review of technical information resulting from current engineering 
and scientific work performed, or managed, by the Jet Propulsion Laboratory for 
the National Aeronautics and Space Administration. The Space Programs Sum- 
mary is currently composed of four volumes: 

Vol. I. Flight Projects (Unclassified) 

Vol. 11. 

Vol. 111. 

VoI. IV. 

The Deep Space Network (Unclassified) 

Supporting Research and Advanced Development (Unclassified) 

Flight Proiects and Supporting Research and Advanced 
Deoelopment (Confidential) 
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1. Future Projects 
ADVANCED STUDIES 

A. Lunar Surface Gravity Investigations, 
R. G. Brereton 

1. Introduction 

The surface gravity of the moon is only one-sixth that 
of the earth; therefore, gravity anomalies on the moon 
resulting from a density contrast in lunar material will 
comprise a larger part of the total-field measurement than 
similar measurements on earth. Lunar gravity anomalies 
may be caused by local near-surface density contrasts in 
rock units, as between the regolith and basement rocks, 
or perhaps by regional isostatic phenomena where the 
moon’s crust is out of isostatic equilibrium because of 
ancient frozen tidal effects or crustal overloading by 
ejecta from large meteor impacts. The Carpathians and 
Apennines are possible examples of crustal overloading 
from the Imbrium impact event; also, the evidence for 
so-called mascons in some of the circular maria presents 
an interesting example of lunar gravity problems. Surface 
gravity data from profiles across virtually all lunar struc- 
tures and contacts are desirable since these data may be 
critical to an understanding of the origin and evolution 
of these features and even the moon itself. 

Two modes of lunar surface gravity investigations are 
probable-viz., fixed station operation and gravity explor- 
ation with an automated roving vehicle. Both modes of 

operation may be required in order to provide the quality 
and quantity of observations for the solution of lunar 
gravity problems. Gravity observations on the moon will 
have to be corrected for both a “free-air’’ and “Bouguer” 
effect, and under more limited circumstances, a topo- 
graphic correction and a tidal correction may be required. 

The best gravity instrument for early lunar missions is 
probably a conventional spring-mass gravimeter in con- 
trast to a torsion balance or pendulum. The state-of-the- 
art for design of this instrument is highly advanced, since 
it is the primary instrument for terrestrial gravity pros- 
pecting. Terrestrial gravimeters are required to detect 
changes in gravity of the order of 1 part/108. 

2. The lunar Gravity Field 

The lunar gravity field intensity and its anomalous com- 
ponents can be defined by potential theory. Consider a 
gravity field of force and let us insert a suitable test body 
into this field. There will be a force exerted by the field 
on the test body which we can call F. We now carry this 
test body from its original position around an arbitrary 
dosed path. The work done by the field on the body as 
the latter undergoes a small displacement, say ds, is 
given by 

dw = F,ds 
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where F, is the component of F in the direction ds. If the 
field is conservative, we have for the condition of any 
closed path: 

$F,ds=O 

When the above condition is realized, we can say that a 
potential function exists defined between any two points 
in space, say 

where U represents the potential at a designated position 
in space. It is usual to set the potential energy of the test 
particle equal to zero at points infinitely distant from the 
region of space where the gravity field exists. If we do 
this, the potential at a point P of the field becomes 

Up=[F,ds 

The above equation can be shown to be the same as 

U p  =l F-dr 

where r (x, y, x )  is the vector from the origin to the test 
particle. The potential is seen to be a function of the 
coordinates x,  y, z of P ,  and by differentiation we find that 

dU = F*dr 

We can define 

au au au 
ax ay az dU = i - + j - + k -*dr 

where the quantity 

Then 

F = V U  

In general, where U represents the potential function 
for a spherical volume of matter as the moon, 

where G is the gravitational constant, pv is the density of 
a unit volume of matter, and r is the magnitude of the 
radius vector from the elemental mass to the point in 

question. Then the field intensity is represented by the 
relationship 

F = V U  

where V is a vector operator of the form 

a a a 
ax ay ax 

i - +  j-  +k- 

For points outside a spherical body of mass M and radius 
R, as the moon, the magnitude of the general field 
intensity is 

M 
F = G -  

R2 

Potential functions can be derived for a variety of geo- 
metrical forms and mass distributions, and these equa- 
tions can be quite useful for defining the gravity field 
intensity for these bodies. 

Since the gravitational constant and the mass of the 
moon are both known to several significant figures, the 
theoretical value of the gravity field of the moon can be 
calculated as a function of the lunar radius. If we assume 
the diameter of the moon is 3476 km and its mass is 
7.35 X loz5 g, then the gravitational field on its surface 
is approximately 163 cm/s2 (163 gals). Errors in our 
knowledge of the lunar radius may affect this value by 
as much as ,100 milligals and crustal anomaly by a like 
amount; but in general, if the shape of the lunar geoid 
is known and the value of the acceleration of gravity is 
known at one point, then the acceleration of lunar gravity 
can be computed for any other point. And conversely, if 
the value of the acceleration of gravity is known at all 
points on the lunar geoid, then the form of the level 
surface can be deduced. 

Anomalies in the gravity field of the moon can be at- 
tributed to density contrasts in surface and subsurface 
rocks, so-called terrain effects which lead to the free-air, 
Bouguer, and topographic corrections, and finally, shape 
effects. 

The most practical means of representing the gravity 
effects resulting from density contrasts in rocks is to cal- 
culate the vertical component of gravity g, along a profile 
over the center of the body. It should be realized that 
field gravity meters are generally designed to respond to 
this particular component. Figure 1 illustrates the rela- 
tionship of the various components of attraction for a 
buried sphere in the lunar crust. 
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LUNAR GEOID 

/- 

go = THEORETICAL GRAVITY O N  LUNAR REFERENCE SURFACE EQUAL 

TO APPROXIMATELY G M/R2 

g, = GRAVITY AT STATION FROM EFFECT OF go AND ANOMALY 

g, = 9, - go REPRESENTS THE GRAVITATIONAL 

ANOMALY THAT WOULD BE REGISTERED BY A 
CONVENTIONAL GRAVIMETER WHERE e is SMALL 

Fig. 1. Components of the lunar gravity field 

In cases where the anomalous body has a shape that 
can be expressed mathematically, then the anomalous 
component of gravity can be computed by the methods 
of potential theory using summation techniques for line, 
surface, and volume integrals for such forms as spheres, 
cylinders, flat disks, cones, slabs, etc.; also, expressions 
can be derived even when the form presents an acute or 
obtuse angle with the surface, but the mathematical ex- 
pression for other than the regular geometrical form which 
is oriented horizontally or vertically to the surface can be 
quite complicated and difficult to derive. Under these 
circumstances, g,  is usually determined by the aid of vari- 
ous graphical and mechanical computation techniques. 

It must be realized that the interpretation of gravity 
anomaIies in terms of real geological structures requires 
external control. It is impossible to calculate directly from 
a gravity effect a unique mass distribution, shape, depth, 
size, or density for an anomalous body. The degree of fit 
between computed and observed effects is dependent on 
the closeness and precision of the data, on the unique- 
ness of the data, and primarily on the amount of geo- 
logical control that can be exercised to limit the inherent 
ambiguity and lend uniqueness to the assumed mass dis- 
tribution. For example, from a single gravity profiIe across 
say a sphere, a horizontal cylinder, and a vertical sheet, 
it would likely be hard to tell these forms apart; how- 
ever, wider areal coverage would show the elongated 

dimensions of the cylinder and the vertical sheet, and if 
the vertical sheet were quite thick, then closely spaced 
precise data may help to distinguish it from the cylinder. 
Also, the addition of geological information in regard to 
the depth, size, shape, density, etc., of the anomalous 
mass would provide the control for interpretation. 

Gravity measurements on the lunar surface will have 
to be corrected for so-called terrain and topographic 
effects. This is necessary in order to relate all observa- 
tions to a common datum. If the moon were a perfect 
fluid with no lateral variations in density, its surface 
would correspond to a spheroid and the direction of 
gravity over this level surface would be everywhere per- 
pendicular to it. Obviously, the lunar surface is not always 
parallel with a spheroid of reference, and gravity mea- 
surements made on the actual surface will have to be 
corrected to the reference surface if gravity values are 
to be used for defining the shape of the moon or crustal 
structures. 

The important terrain corrections are the free-air and 
Bouguer. The free-air correction takes into account the 
fact that gravity varies with elevation and measurements 
made at a higher elevation are farther from the center 
of mass and, therefore, have a smaller gravity value than 
measurements at a lower elevation. Since the moon’s mass 
can be considered to be concentrated at its center, then 
if go represents the value of gravity at its surface and gh 
the value at height h, the inverse-square law tells us that 
the gravity difference between the two points is 

go - ( R  + h)z - R2 + 2Rh + h2 - - - 
gJ1 R2 R2 

and 

Because h will be small compared to 
can be neglected, and we can write 

R, the term h2/R2 

This is also the same as the vertical gradient of gravity, 

and on the moon its value is 

0.187 milIigals/m 
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The lunar free-air correction adjusts gravity observa- 
tions for points made at different elevations to a common 
datum, but it does not account for the change in mass 
under the station in order to change its elevation. In 
other words, to change the elevation of surface observa- 
tion points requires that a specific volume of surface rock 
material be either added to or subtracted from the datum. 
This effect is called the Bouguer correction. It is always 
opposite in sign to the free-air correction. It is usual to 
assume either a slab or cylinder of infinite horizontal 
dimensions and finite vertical dimensions in order to 
compute an expression for the Bouguer correction. The 
value for the Bouguer correction is 

AB = 2~Gph = 0.042~ milligals/m 

If we assume an average density for lunar crustal rocks 
of say 2.67 g/cm3, then the Bouguer correction is 

0.112 milligals/m 

and the combined lunar terrain correction, that is, the 
free-air minus the Bouguer, is approximately 0.075 milli- 
gals/m. Interestingly, this value is less than one-half of 
the correction required on earth, and this has an impor- 
tant effect on field operations on the moon since it reduces 
the accuracy for elevation control. It should be realized 
that the magnitude of the Bouguer correction will change 
for sedimentary areas in contrast to igneous areas, and 
also in response to regional investigations in contrast to 
local studies. The Bouguer correction is very sensitive to 
rock densities, and in a local survey in hilly country it 
can serve as a precise tool for determining the average 
density of local rock units. 

A topographic correction will be required only in hilly 
areas. It may be thought of as a supplemental correc- 
tion to the smooth infinite slab hypothesized in making 
the Bouguer correction, for- it accounts for all material 
projecting above the Bouguer plain and all material 
needed to fill in hollows below the plain. It is always 
positive, and for most survey work, it will not be trouble- 
some. 

significant for mobile surface exploration; however, it 
may have some important scientific repercussions on fixed 
station gravity observations. 

3. Gravity Experiments and Objectives 

Lunar surface gravity observations will need to include 
both fixed-station and exploration-type measurements. 
Fixed-station gravity experiments will provide funda- 
mental data towards the task of lunar geodesy, that is, 
determining the size and shape of the moon, providing 
control points for mapping and charting work, and provid- 
ing a gravity base. In addition, these stations may provide 
some interesting scientific data on the strength of the 
lunar crust and the physical properties and nature of 
the lunar interior by observing the moon’s crustal tides 
through several orbital cycles around the earth. The ac- 
tual yielding of the solid earth to tidal forces is approxi- 
mately a foot, but the tidal yielding on the solid moon 
from the pull of the earth between apogee and perigee 
may be several meters. This experiment needs to be car- 
ried out either at the limb or center of the lunar disk 
where tidal effects are maximum. An accurate ranging 
experiment would be a most desirable associate experi- 
ment. 

A roving vehicle capability for the moon adds a whole 
new dimension to our task of lunar gravity observations. 
Specifically, traverse-type gravity observations can 

(1) Provide information on lunar isostasy. Are the 
mountain masses ringing the Imbrium, Humorium, 
and other circular maria uncompensated masses 
supported by a strong lunar crust? What is the 
strength of the lunar crust and the rate of adjust- 
ment for events ranging in age from the Imbrium 
through the Orientale? Was the adjustment rate 
different for different ages and places? 

(2) Provide information on the lunar crust. What is the 
depth of the lunar crust? Are the maria and terra 
surface images of deep crustal phenomena? What 
is the density relationship between major crustal 
units? 

(3) Provide information on the shape of the moon and 
in support of lunar geodetic data. Does the moon 
have a frozen tidal bulge? Is the front side of the 
moon, as indicated by tracking data, slightly de- 
pressed? 

(4) Provide information on the anomalous gravity field 
for such lunar features as impact craters, volcanic 
forms, mascons, ridges, faults, rills, basins, etc. How 

Tidal corrections for gravity measurements on the lunar 
surface, caused by the differential attraction between 
perigee and apogee, may be larger than expected if the 
crust of the moon yields to the external force. The ex- 
ternal force difference between perigee and apogee is 
very small, of the order of a milligal, but if the lunar crust 
yields to this force, then gravity readings on the surface 
will be affected. It is not likely that this effect will be 
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does the gravity field for these features compare 
with terrestrial analogs? What is the density of 
lunar surface and near-subsurface material? Can 
lunar stratigraphic units be mapped by gravity 
survey techniques? 

For determining the gravity effect for large structural 
units, the concept of a free-air and Bouguer anomaly are 
quite useful. For example, the free-air anomaly can be 
defined as 

gf = observed gravity + free air correction - theo- 
retical gravity 

The observation of the free-air effect on a traverse over 
a lunar mountain mass, say as the Apennines, would offer 
a direct test of isostasy. Thus, a free-air anomaly near 
zero would indicate perfect compensation, or that the 
mountain mass was hollow. Such a traverse, taking into 
account a Bouguer effect, could indicate the degree 
of crustal compensation for the mass of the mountain 
and also provide data on the density of the mountain and 
lunar crust. 

The Bouguer anomaly can be defined as 

g B  = observed gravity + free-air correction 
- Bouguer correction + topographic correction 
- theoretical gravity 

A Bouguer anomaly near zero for a mountain area sig- 
nifies a lack of compensation or little isostatic adjustment. 
In general, for an uncompensated mountain on the moon, 
one would expect a Bouguer anomaly of less than a few 
milligals and a free-air anomaly of say 100 milligals, 
while if the moon were plastic for either a particular 
period or location, then the Bouguer anomaly for a sur- 
face feature would be large and strongly negative and 
the free-air anomaly quite small. 

Lunar gravity observations may provide an insight into 
the interpretation of terrestrial data and conversely, ter- 
restrial analogs will be useful for understanding lunar 
data. For example, a terrestrial volcanic feature usually 
gives a positive anomaly, while a terrestrial impact crater, 
due to the low-density brecciated fill within the crater, 
usually gives a negative anomaly. Also, often the raised 
rim of an impact feature will give a small positive anom- 
aly due to the dense material that has been forced-up 
around the crater. It will be mutually instructive to com- 
pare field observations for these features on the moon 
and on the earth. 

Lunar gravity observations may be directed to a search 
for the consequences, or proof, if you wish, of a particular 
hypothesis-for example, the lunar crust evolved through 
large scale melting and differentiation at a particular 
period in geologic time, or the lunar crust has only selec- 
tively melted, or the lunar crust has a so-called “raisin 
bread  structure. Gravity survey data could be directed 
to a search for the consequences of these hypotheses, and 
most probably, gravity data would provide the most dis- 
criminatory information for a solution. 

Gravity observations from the lunar surface can be 
expected to provide unique data that will be applicable 
towards the solution of a host of lunar geological and 
geophysical problems. 

4. Instruments and Operating Procedures 

Gravity meters for terrestrial use are designed to read 
with a precision of at least of the total field, that is, 
to a precision of 0.01 milligal. More sensitive meters are 
possible and have been built for special purposes; how- 
ever, the limit of 0.01 milligal is set in normal field use 
by the noise level of small topographic changes and prac- 
tical field procedures. For work on the moon, there is no 
reason why this basic instrument precision should not be 
retained; however, the total lunar field is only one-sixth 
that of the earth‘s and this, in conjunction with more 
difficult lunar operating procedures, a greater range of 
ambient temperature, and the requirement for extended 
periods of unattended operation, will result in a much 
lower applied accuracy. For fixed station observations, 
an accuracy of perhaps of the total lunar field is cer- 
tainly practical, but measurements from an automated 
roving vehicle, because of uncertainties in the magnitude 
of the terrain effect, leveling effects, and other small 
cumulative effects, will probably be reduced in accuracy 
to a3 milligals. 

With the lunar terrain effect averaging 0,075 milli- 
gal/m, it will be desirable to know the elevation of the 
rover and the elevation of the terrain around it in rela- 
tion to a fixed datum reference, or at least a series of 
such references, to an accuracy of -+ 10 m in order to con- 
trol the terrain error to approximately one-fourth of the 
desired survey accuracy. Since density contrasts in lunar 
rocks, that is, the cause of gravity anomalies, are expected 
to comprise a larger part of the total gravity field mea- 
surement on the moon than similar measurements on 
earth would, it may be practical to reduce the overall sur- 
vey accuracy to +5 milligals, thus reducing topographic 
control for the terrain correction. If error effects from 
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other sources such as drift, calibration, etc., appear not to 
be so important, then it may be possible to relax the 
requirement for topographic control and still retain the 
desired survey accuracy of 2 3  milligals. 

The most practical and adaptable terrestrial gravity 
meter for lunar use would be an astatic type similar in 
design to the well known WORDENl gravimeter. In this 
device, variations in gravity are measured by observing 
the changes in position of a mass supported by a gravity 
spring system. The state-of-the-art in design and opera- 
tion of this instrument is very high and it could be readily 
modified for lunar use. It must be realized that this type 
of instrument is not designed to give the absolute value of 
gravity, but rather the change in relative gravity. This 
means it must be calibrated in terms of an absolute 
standard, and for the range of gravity values that will 
likely be encountered. Herein lies our biggest source of 
error for using these instruments at fixed sites to deter- 
mine the absolute gravity, because each instrument at 
each site will have a slightly different calibration and 
response. For rover surveys, except where it becomes 
desirable to tie surveys together or relate a survey to a 
h e d  site, this will not present an error greater than the 
+3 milligals desired. The sources of instrument error for 
lunar operations are: 

(1) Calibration. This can probably be accomplished to 
an accuracy of +2 milligals. For the rover case 
where the instrument must have a range of response 
of 500 milligals, an additional error of about y2 of 
1% may be encountered at the extremes of this 
range. 

*Designed by Texas Instruments, Incorporated. 

(2) Drift. This is caused by changes in the elastic or 
frictional properties of the gravity meter. For 
quartz-fiber-type instruments, this amounts to only 
a few tenths of a milligal per month. A drift of 
less than +0.5 milligal per month is achievable in 
instruments designed for lunar rovers. 

(3) Leveling. An angular error of 15 min of arc will 
produce an error of approximately 1.6 milligals on 
the moon; therefore, leveling of the rover gravity 
instrument before reading will be an important 
step in the operating procedure. Because of oscil- 
lations in the rover, it will probably be necessary 
to lower the gravimeter to the lunar surface when 
measurements are desired. 

(4) Thrmub control. Quartz-fiber-type meters used on 
earth have been compensated for the normal ter- 
restrial temperature range, so corrections for this 
are not normally required. On the moon, the greater 
range of temperature will require a different com- 
pensation technique, or perhaps active thermal con- 
trol for fixed station observations. Good insulation, 
along with achievable compensation, will probably 
keep rover instrument errors to less than k0.5 mil- 
ligals per lunation. 

The spacing of surface gravity measurements will be a 
function of the size of the feature being observed, For the 
determination of the density of surface material, a close- 
space profile over several low hills and valleys would be 
required whereas a traverse to investigate a regional phe- 
nomenon may have observation points separated by 
several miles. 
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111. Systems Analysis Research 
SYSTEMS DIVISION 

A. Equations of Motion of the General Three-Body 
Problem, R. Broucke and H. Lass 

The equations of motion for the general Newtonian 
three-body problem take on symmetric forms when one 
considers the three relative accelerations of the bodies. 
From these equations one quickly surmises the well- 
known classical properties of the three-body problem. 

The derivation sf these equations is obtained from the 
following considerations. Let the center of mass remain 
at the origin of the three-dimensional coordinate system 
and consider the vectors p1,p2,pj forming the closed 
triangle 

m3 

Now we have 

i PI = rz - r3 

p2 = r3 - rl 

p3 = rl - r2 

and 

P1+ p2 + p3 = 0 

along with the fact that the center of mass remains at 
the origin, namely, 

One needs Eq. (2) in order that rI, r2, r3 can be uniquely 
determined if any two of the vectors pl, p2, p3 are speci- 
fied. The system of Eqs. (1) and (2) has a unique solution 
since the determinant of the system is 

3 

z1 mi>O 
i = 1  
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One can easily show that 

1 
P 

rl = - (m3p 2 - m2p3) 

(3) 
1 
E" 

r2 = - (mlp 3 - m3p1) 

where p = m, + m2 + m3. 

The equations of motion of the three particles are 

.. rl - r2 rl - r3 rl = - m 2 -  - m 3 3  
P i  P 3  

r2 - rl r2 - r3 r2 = -ml ~ - m3 7 
P: P 3  

r3 - r1 r3 - r2 r3 = -ml ~ - m, 7 
P: P 2  

From Eq. (1) and the equations of motion, we obtain 

p1 = r, - y3 

(ml + m2 + m,) - _  - p1 + ml($  + fi + e) 
P31 P% P i  

(4) 
and two similar equations for p2 and p3. 

We now let 

2 -  m1m2m3 
mo - 

P 

according to Deprit and Delie (Ref. 1). We also define 
the three quantities R, n,l, n3, which are dimensionally 
similar to m,, m,, m3: 

n, = -, m1m2 n3 = - mlm3 n2=-, m m 3  
P P P 

The above definitions yield 

Multiplying Eq. (4)  by n, will give us a new form for 
the equations of motion: 

by considering, similarly, the acceleration terms for pz, p3. 

Equation (5) can be looked upon as representing 
the equations of motion of three particles of masses 
ni, i = 1,2,3, with position vectors pi, i = 1,2,3. Each 
particle is acted upon by a force of attraction due to a 
fixed mass p, located at the origin, as well as by a per- 
turbing force 

which may be thought of as the force that three unit 
masses placed at the location of the masses ni would 
exert on a mass mg placed at the origin. 

To verify that Eq. (5) is consistent with p 1  +p2 +p3=0, 
we note that 

i = 1  

since 

The energy integral can be obtained from Eq. (5) by 
noting that 
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since 

Thus, 

which yields the energy integral 

The angular momentum integral is obtained by noting that 

= rn; (Pz + P3) x P1 + (P1 + P3) x Pz (P1 + Pz) x p31 

since (pz + p3) X p1 = - p1 X pl = 0, etc. 

From 

it follows that 

with -J  the constant angular momentum. 

In a similar way the well-known Lagrange identity may 
be obtained from our equations of motion (5). Let the 
moment of inertia of the three masses be defined by 

3 

I =  Z ni(p*p)  
i = 1  

Then, we can obtain a very simple expression for the sec- 
ond derivative of I .  We have 

= 2E - 2T + 4T = 2 ( E  + T )  

where E is the energy constant as defined in Eq. (9) and 
T the kinetic energy. 

An immediate consequence of Eq. (5) is the following 
result due to Lagrange, and called the equilateral tri- 
angle solution. Let pl = p2 = p3 = p initially. Can the mo- 
tion continue such that p i = p  throughout all of time, 
i = 1,2,3? Let the three bodies remain in a fixed plane. 
From 

3 

2 pi=o 
f=1 
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the equations of motion (5)  uncouple, and become the 
familiar equations of Keplerian motion. 

Thus, of necessity, 

p2 (2) = ki = constant , i = 1,2,3 

with c p i  the angle that pi makes with a k e d  line, say, 
the x-axis. Thus, all three particles of masses (nl, n,, n3) 
must have an angular momentum kf = pp. Conversely, if 
Eq. (12) is satisfied, then p i  = p constant is a solution 
of Eq. (5). Since the motion is in a plane, we have 
pi = o pi, o pi = 0, so that 

and Eq. (11) yields 

( ni) $0 = J 

The solution considered above refers to circular orbits 
for each of the masses (ml, m,, m3), Since the equations 
of motion (5)  uncouple if pl = pz = p3 = p (k), it follows 
that the orbits can be similar conic sections with arbi- 
trary eccentricity, yielding the equilateral triangle solu- 
tion whose sides vary with time. 

We return now to an alternative derivation of Eq. (5) 
using the theory of Lagrange multipliers. The Lagrangian 
is 

with 

a sum over the cyclic perturbations of i, i, k, i.e., 

mimi m1m2 mzm3 m3ml +-+- 
P3 P l  P Z  

( i , j , k )  

Making use of Eq. (2) and (pl + p z  + p 3 ) ,  = 0 yields 

subject to the constraint 

satisfies the Euler-Lagrange equations, with 01, p, y 
Lagrange multipliers (not necessarily constants). From 

we obtain 

From Eq. (17) and 
3 .. xi=o 

i = l  

we obtain 

so that 
3 

a = m g X $  
1 

3 P=rn:C$ 
1 

3 

Y = m g x $  
1 

Equations (17) and (18) yield Eq. (5) when written in 
vector form. 
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1. 

Reference 

Deprit, A,, and Delie, A., “Syst&mes Materiels de Trois Masses 
Ponctueues. Mouvement Plan en Coordonnees Symetriques,” 
Annales de la Societe’ Scientifique de Bmxelles, Vol. 75, No. 1, 
pp. 544, 1961. 

B. A Critique of the Scalar-Tensor Theory 
of Relativity, H. Lass 

Based on remarks of P. M. Dirac concerning the so- 
called gravitational constant K, a study was made by 
Heckmann, Jordan, and Fricke (Ref. 1) in which K was 
considered a scalar whose value was dependent on the 
distribution of matter in Einstein’s space-time theory of 
gravitation. 

The same type of theory was rediscovered by Brans 
and Dicke (Ref. 2). In the Brans-Dicke theory, K is re- 
placed by l/+. Moreover, + is not coupled to the 
Lagrangian of matter, so that the Brans-Dicke theory 
has the advantage that TI”! = 0, with Tii the energy- 
momentum tensor, which guarantees that particles move 
along geodesics. In the former theory, one obtains 
(K~T”) ,  0. 

We have found an error in the Brans-Dicke field equa- 
tions obtained from the variational principle applied to 

with Rii the Ricci tensor, R = gPvRPv, U) a coupling con- 
stant, L the Lagrangian of matter, and ( 1 g 1)’h dr the four- 
dimensional volume element. 

Varying + and + , P  yields 

which agrees with the Brans-Dicke result. 

Varying & Z  yields the set of equations 

The term 

differs from that of Brans-Dicke in sign on1y.l 

If we multiply the terms of Eq. (3) by gkz  and add 
this result ta Eq. (2), we obtain 

3 8xT 
El+ = c3 (3 - 20) ’ “‘2, (4) 

One can then verify that TFE = 0. Making use of Eqs. 
(2) and (4), the field Eq. (3) becomes 

In the absence of matter, TkZ = 0, T = 0, and 

) gpv+,pv  = 09 = 0 

Let us consider now the case of a “uniform” gravita- 
tional field due to a uniform distribution of matter in 
the y-x plane at x = 0. Without going into details, it is 
easily shown that 

I 
satisfies the field Eq. (6). 

1The author is indebted to Dr. P. Gottlieb for verifying the con- 
clusions regarding this term. 
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The case > 0 yields a strange result for, as we move 
away from the source, K ( X )  increases without bound. If, 

From the previous equations, one determines that 

(11) 

(12) 

j 
on the other hand, o < 0, then K (x) decreases as x + 00. 

This is a more satisfactory result from the Machian point 
U 

a = - K % M ~  + PKOM - - KOM 

u = 2 (KOM - p) 

y = - p (U + ~ K o M )  

2 
of view. 

1 
4 

From this elementary example we have come to the 

one approaches the mass source, while if < 0 then + 
decreases ( K  increases) as one approaches the mass source. 
These observations will be pertinent when we discuss the 
case of a single mass point (sun). 

We take as the line element 

conclusion that if o > 0 then + increases ( K  decreases) as 
u2 = 2p” - 2cu - 4y 

from which it follows that 

(4 f o) p2 - ~ O ~ K O M  -k 4 ~ 3 4 ’  = 0 

For w # -4, one has 
ds” = c2 dtz - d@ - r2 (d@” + sin2 @ dd”) 

The field Eq. (6) becomes 

[5 & (9 - 4o)%] 
p=- KOM 

4 + o  

so that W 6 9/4. 

The advance in the perihelion per revolution can be 
shown to be 

1 
r 27rKoM (a $. KOM) A’ = 

c2h2 1 9’ O - - (p” + - A’ - + - 9’2  
7r + - [KOM (2KoM - a) - ff - 2KEM2] 

2 d @ (9) 

c2h2 

1 1 
vf’ + -v‘2 - - 1 

2 4 4 

1 1 1 - v” + -v’z - - A‘ v’ - - A’ = 
2 4 4 

- 

1 
d 

by virtue of Eq. (11). 

The case = - 
To obtain the advance in perihelion, we need only 

determine the unknown constants u, a, p, y by letting (P = 0) Yields the Einstein value 

For 0 4 o 

and 
9/4, the minimum value of /3 is p = (1/2) KOM, 

2 
3 

A‘= -A 

The value of (Po is immaterial. The term -(2K0&f/c2?‘) 
in v ( r )  is needed to ensure Newtonian motion to a first 
approximation, with K~ the present value of K due to the 
presence of matter in the universe. 

a significant deviation from Einstein’s value. The oblate- 
ness of the sun cannot account for this substantia1 devia- 
tion. The same type of conclusion holds for w = -4, for 
in this case ,8 = (2 /5)  K ~ M  and A’ = (11/15) A. 
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Thus .O < 0 if the Brans-Dicke theory is to be consist- 
ent with experimental evidence. However, for this case, 
we have seen that 4 must increase as T increases (moving 
away from the source). This requires that ,8 < 0 in which 
case a‘ > a. If Dicke’s observations regarding the 
oblateness of the sun is correct, then the final result con- 
cerning the advance in the perihelion of Mercury is far 
in excess of the observational values. 

It is conceivable, however, that due to the presence of 
matter in the universe the value of p is positive even 
though w < 0. Now w = -70 yields ,8 = (2/11) K ~ M ,  using 

JPL SPACE PROGRAMS SUMMARY 37-57, VOL. 111 

the negative radical in Eq. (13). Thus A’ = (29/33) A, 
which means that the oblateness of the sun must essen- 
tially contribute about 5” advance in the perihelion of 
Mercury per century. It does not seem reasonable that 
I W I  is of this magnitude. 
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111. Computation and Analysis 
SYSTEMS DIVISION 

A. The Design of an Algorithm for Solving large 
linear least-Squares Systems Using Two 
Backup Tapes, R .  1. Hanson 

An infinite number of methods exists for solving large 
linear least-squares problems. This article presents one 
such method that is easy to follow and should present 
little diaculty to a programmer in translating it to corn-, 
puter code. 

This linear least-squares problem is presented in the 
form 

A x E b  (1) 

where the m X n matrix A is partitioned 

A = [A,, * * . ,A,] 

Each of the matrices Ai, j = 1, 
n = ks holds. 

* * , s, are n X k. Thus, 

The critical hypothesis. The values of n and k are small 
enough so that there is working space in the machine to 
hold simultaneously two of the matrices Ai and the vec- 
tor b, plus 2 arrays of the same length as b. 

The description of the algorithm will be given as a step- 
wise procedure design for a subroutine. 

We assume: 

(1) There are two tape units T ( p ) , p  = 1,2, rewound 
and ready for use. The user will specify these units. 

(2)  The data which constitutes the matrix A is available 
by columns on T (1). 

(3) The right-hand-side vector is in the machine in a 
working area called B. 

(4) Two working areas W1 and W2 are given. These 
areas will each hold the data for any pair of Ai, 
l A j l s .  

What we are doing in this algorithm is constructing 
an n X m orthonormal transformation matrix Q (see 
SPS 37-50, Vol. 111, pp. 65-66) so that 

n 
rr*-. 

QA = [ "1 I n  (3) 
0 } m - n  
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where R is upper triangular. The matrix R (for con- 
venience let R = [R,, * . . ,R,] where each Ri is n X k) 
may be singular or nearly singular (SPS 37-56, Vol. 111, 
pp. 39-41). 

We now present the construction of R in this situation.= 

Step 1 Set p : = 1,p’ : =2, i  : = l,P : = 1. 

2 Bring A, from T ( p )  to work area W1. 

3 Do forward triangularization on rows i 
through i + k - 1 in W1 (see SPS 37-50, 

Return to the user so that he can store that 
portion of R just available, i.e., Rt. 

Come back from the user here. Write W1 
on T (p’). 

For t = P + 1, * . . ,s, do the following: 
Bring At from T (p) to W2. Apply those 
transformations used to make R, (now in 
W1) to W2 and to B. Then write area W2 
on T (p’). 

If P < s, set i : = i + k, exchange the con- 
tents of p and p’, and set P : = P + 1. Rewind 

VOl. 111). 

4 

5 

6 

7 

,The notation p : = b means that a symbolic machine area p is to 
be replaced by the computed value symbolically labelled b. 

T (p), p = 1,2, to the start of A,. Then go to 
step 2. Else 

The matrices Rj, i = 1, . . . , s, are available 
on units 2,1,2,1, . . consecutively. R, is 
on the first block of unit 2; R, is on the sec- 
ond block of unit 1; * * R, is on the sth 
block of unit 

8 

(1 + - LE1), 1 
For sequential accumulation, go through this proce- 

dure again. 

You can now do the back substitution to solve for x if 
the matrix A is not nearly singular. 

In case the matrix A is nearly singular, you can store the 
matrices R, on a third unit as indicated in step 4. Now go 
through the same manipulations with your tapes, as in 
the present algorithm, and reduce R to row echelon form 
(see SPS 37-55, Vol. 111, pp. 28-30, and SPS 37-56, Vol. 111, 
pp. 39-41). This will record which variables are being 
solved. 

In back substitution you bring the matrices Rj back into 
the machine in the order i = s, . . . , 1  to compute the 
solution to Eq. (1). 
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IV. Space Instruments 
SPACE SCIENCES DIVISION 

A. Electronics System for a Three-Axis High-Field 
Vector Helium Magnetometer, L. L. Lewyn 

1. Introduction 

This article describes an electronics system for opera- 
tion of a three-axis high-field vector helium magnetom- 
eter. Design goals for the system included operation to 
10 gauss at bandwidths in excess of 10 Hz with full-wave 
decommutation of the sensor error signal. The system 
circuit design was implemented utilizing integrated cir- 
cuit operational amplifiers, logic elements, and analog 
switches. 

2. System Description 

A system block diagram is shown in Fig. 1. The 1.083-p, 
resonant radiation from the helium lamp is circularly 
polarized and illuminates a lead sulfide detector after 
passing through the absorption cell. The absorption cell 
is surrounded by a triaxial set of coils. These coils are 
driven so that a rotating field Hs of constant amplitude is 
produced first in the X-2 plane and then in the Y-2 
plane. The coil drive waveforms required to produce the 
sweep field are shown in Fig. 2. 

If a small ambient field H is impressed upon the cell, 
then the lead sulfide detector will yield an output signal 
given by 

16 

In this equation, 4 denotes the angle between the ambient 
field and the optical axis in the plane of the sweep field, 
w denotes the frequency of the sweep field which for this 
instrument is 200 Hz, the terms containing H / H ,  repre- 
sent the error signal caused by the ambient field com- 
ponents in the plane of the sweep field, the cosine term 
is the error component in the direction of the light axis, 
and the sine term is the error component normal to the 
light axis. 

The composite error signal is amplified by the pre- 
amplifier and transmitted to the signal amplifier. Switches 
in the signal amplifier then decommutate the error signal. 
The separate X ,  Y, and 2 error signals are then integrated, 
filtered, and transmitted to the drive amplifiers. The error 
signals are combined with the sweep signals in the drive 
amplifiers. The ac components of the drive signals to the 
coils produce the constant amplitude rotating sweep field, 
and the dc components null the field in the absorption cell. 

3. Preamplifier and Detector Bias Supply 

The preamplifier amplifies the low-level, high- 
impedance detector signal and removes the sweep signal 
second harmonic. The preamplifier and sensor bias sup- 
ply is shown in Fig. 3. The preamplifier was designed by 
F. Vescelus, JPL. Transistors Q1 and Q2 provide the 

- u  1 H ~ 11 

H ,  H ,  
1 + cos2wt + -cos + (cos wt - cos3wt) -sin+ (sinwt + sin3wt) 
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X L  0" + A  SWITCH 

X L B O o  + A  SWITCH 

Y L 0' + A  SWITCH 
SIGNAL 
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2 L 0" + A  SWITCH 

2 L 180" +ASWITCH 

Fig. 1. Magnetometer electronics system 
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K SWEEP 

Y SWEEP 

Z SWEEP 

100-Hz SYNC 

: 
Y L 180° + A SWITCH 

~ 

Y L  0" + A SWITCH 

Fig. 2. Drive and switching waveforms 

sensor high-impedance ac isolation and small dc voltage 
drop from the power supplies. 

The first stage of the preamplifier is a balanced current- 
to-voltage amplifier with a forward transfer characteristic 
aout/iin of 2 Ma. The balanced first stage provides high 
common-mode rejection drive to the second stage, which 
has a voltage gain of 20. The resulting signal is passed 
through a 400-Hz T-notch filter and the output is buffered 
by a unity gain isolation amplifier. 

4. Signal Amplifiers 

The signal amplifiers amplify and perform full-wave 
decommutation of the preamplifier signals. The decom- 

mutated signals are integrated and filtered, then fed to 
the drive amplifiers for power amplification. 

The Y-axis signal amplifier is shown in Fig. 4. The first 
stage of the signal amplifier is a phase splitter with a gain 
of two. The phase splitter furnishes an in-phase and an 
inverted signal to drive the switches in the signal chain 
on each axis. 

The Y-axis switch drive is shown in Fig. 2. Note that 
the X -  and Y-axis sweep waveforms appear on alternate 
sweep cycles. The Y-axis switch drive appears only on 
the sweep cycles when the Y axis is being driven. X sig- 
nals are, therefore, prevented from entering the Y signal 
chain. Note also that the Z sweep is at quadrature with 
the X and Y sweep. Since the 2 signal is at quadrature 
with the Y signal, it is removed by the synchronous opera- 
tion of the Y switch. The small delay between the start of 
the Y sweep cycle and the operation of the Y switch com- 
pensates for signal delay due to the accumulation of 
sensor and amplifier lags. 

The switch commutation between in-phase and inverter 
signal components results in the presentation of a full- 
wave decommutated signal to the integrating amplifiers. 
The integration time constant is chosen so that loop gain 
crossover occurs just above 10 Hz. The output of the inte- 
grating amplifiers is passed through two successive notch 
filters which further attenuate the 100-Hz and 200-Hz 
switching components in the signal. 

5. Coil Drive Amplifiers 

A separate drive amplifier is used for each axis of the 
coil system. Each amplifier performs a weighted summa- 
tion of the sweep and error signals and provides a current 
drive to the coil system. 

The Y-axis drive amplifier is shown in Fig. 5. The drive 
amplifier is composed of a high-gain integrated opera- 
tional amplifier input stage followed by a low-gain dis- 
crete power stage. The gain and power stages are enclosed 
by a major feedback loop which provides an operational 
amplifier summing junction at the input of the integrated 
circuit. The feedback signal is derived from the 2.5-0 cur- 
rent sensing resistor in the ground return path of the 
sweep coil. 

6. Sweep Generator 

The function of the sweep generator is to provide the 
drive amplifiers with the required coil sweep waveforms 
shown in Fig. 2. In addition, the sweep generator provides 
the switch drive circuits with synchronization signals. 
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The schematic of the sweep generator is shown in Fig. 6. 
Integrated circuits IC1 and IC2 comprise a Wein bridge 
oscillator which generates the sinewave required for the 
X and Y sweep. The sinewave is chopped by the MOS- 
FET1 switch (IC7) to provide X and Y sweep on alter- 
nate cycles. 

The required Z sweep is a sinewave which lags the X 
and Y sweep by 90 deg. The 2 sweep is generated by IC3, 
which is connected as an integrator with unity gain and 
90-deg phase shift at the signal frequency. 

A 100-Hz synchronization signal is required to control 
the decommutation of the error signal in the signal ampli- 
fiers. This signal is obtained by detecting the positive zero 
crossings of the 200-Hz X + Y signal with IC4, which 
drives the clock input of flip-flop IC5. The flip-flop con- 
trols the DTL2-to-MOS level shifter IC6 which provides 
the MOS-FET chopper drive. Consequently, the flip- 
flop output is always high when the X sweep is passing 
through the closed switch. 

7. Switch Circuitry 

The switch circuitry provides the signal amplifier MOS- 
FET switches with the control required to decommutate 
the composite error signal from the preamplifier. A typical 
Y-switch control waveform is shown in Fig. 2. Note that 
the waveform lags the Y-sweep waveform slightly and is 
not present during the time that the Y axis is being swept. 
The switch drive circuitry is shown in Fig. 7. 

The X + Y sweep and the Z sweep are summed by the 
A potentiometer. This phase control provides a sinewave 
output which has an adjustable phase that may lag the 
X + Y waveform by as much as 90 deg. The comparator 

1MOS-FET = metal oxide semiconductor-field-effect transistor. 
2DTL = diode-transistor logic. 

following the phase control has a logic output which 
changes state as the phase control output crosses zero. 
The comparator output signals are combined with the 
100-Hz flip-flop signal to operate the output DTL-to-MOS 
level shifters. The flip-flop phasing is controlled by the 
100-Hz sync signal from the sweep generator. 

The B phase control must provide a signal which lags 
the 2-sweep waveform from 0 to 90 deg. Therefore, the 
X + Y signal must be inverted before being summed with 
the Z sweep. Since the Z sweep is present at all times, no 
flip-flop control is required. 

8. Conclusions 

The system electronics has demonstrated stable opera- 
tion in the laboratory. Frequency response tests indicate 
that system bandwidths in excess of 10 Hz may be utilized 
in normal operation. These bandwidths are practical since 
commonly used narrowband carrier amplifiers have been 
avoided. Decommutation of the signal at the input of an 
integrating amplifier provides the system transfer func- 
tion with a single dominant pole controlling the loop gain 
crossover. The notch filters which are employed introduce 
a small decrease in phase margin. 

Full-wave sensor error signal decommutation in the 
system has been achieved using integrated MOS-FET 
analog switches. Full-wave decommutation provides an 
inherent signal-to-noise advantage over comparable half- 
wave chopper-carrier amplifier systems. 

The drive electronics has the capability of supplying 
the power required by the coil system for 10-gauss oper- 
ation. Summation of the sweep and error signals at the 
input of the drive amplifier allows the fuI1 utilization of 
its output voltage by the coil system. Further advances in 
the design of compact high-field coil systems by W. 
Momsen of JPL will probably eliminate the requirement 
for a discrete power stage in the drive amplifier. 
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V. Lunar and Planetary Sciences 
SPACE SCIENCES DIVISION 

A. Error Analysis of the Linearization Method in 
Radiative Transfer Theory, K .  D. Abhyankarl 
and A. L. Fymat 

2. Definition of Error 

The linearization method consists in expressing the 
albedo and the X- or H-function in the forms 

1. Sample Computations a (T’) = !& [1 + 0 (T’)], (0 << 1) 

The linearization method of solving the problem of 
radiative transfer in inhomogeneous atmospheres of arbi- 
trary optical thickness was described in SPS 37-56, Vol. 111, 
pp. 50-52, and an iteration scheme was given in SPS 37-56, 
Vol. 111, pp. 5355.2 For illustrating the method, we 
have made computations of H-functions for isotropically 
scattering semi-infinite homogeneous atmospheres with 
albedos for single scattering Q = 0.975, 0.925, 0.700, and 
0.300 from the H-function for a reference atmosphere 
with a, = 0.900 (Ref. 1). These cases correspond to the 
perturbation values: 0 = +1/12, +1/36, -2/9, and 
-2/3, respectively. The results are given in Table 1. The 
differences between these linear computations and the 
exact ones are found to be small; hence, the linearization 
method is quite effective. 

V, being the V-function for a homogeneous atmosphere 
of thickness T’ with constant albedo a,. This gives the 
nonlinear singular integral equation 

X exp {- (T - T’) (+ + -$)} d ~ ’ ]  !@ (p’) 7 dP’ 

P 

1Senior Postdoctoral Resident Research Associate of NRC-NASA; 
on leave of absence from Osmania University, Hyderabad, India. 

2See Erratum on p. 35 of this volume. 

We (.; E”) 
and the corresponding solution of the linearized equa- 
tion, obtained when neglecting the quadratic term in z), 

denote the solution of this equation 
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Table 1. H-functions for various homogeneous atmospheres obtained from 
a reference atmosphere with albedo Qo = 0.900 

linear 

1 .m 
1.1825 

1.3116 

1.4213 

1.5182 

1.6051 

1.6843 

1.7569 

1 .a238 

1.8860 

1.9436 

c 

0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

1 .o 

Exact 

1 .oooo 
1.1828 

1.3123 

1.4224 

1.5197 

1.6073 

1.6869 

1.7600 

1.8274 

1 .a898 

1.9479 

il = 0 . 9 7 5 , ~  = 4-1/12 

Linear I Exact 

1 .oooo 
1.2062 

1.3587 

1.492 1 

1.6132 

1.7234 

1 .a265 

1.9223 

2.01 23 

2.0974 

2.1774 

1 .oooo 
1.2111 
1.3703 

1.5117 

1.6414 

1.7621 

1 .a753 

1.9822 

2.0833 

2.1795 

2.2710 

by v ( T ;  p). Then, defining the error by e, (T; p) = ut ( T ;  p)  

- v (7; p), we have the equation 

X exp { - ( T  - T‘) (: f s)} d ~ ’ ]  Q (p’) 7 dP’ 

for determining the error caused by the process of linear- 
ization. We shall also be interested in the relative errors 
{e ,  (7; p) /v  (7 ;  p ) )  and {e ,  (7 ;  p)/V (7; p)),  where e, = 
V e x a c t  - V l i n e a r .  

3. Evaluation of the Error for a Semi-infinite Atmosphere 

Let s1 A 0 ( T , )  6 sz, where both the constants s1 and s2 
can lie in the lange -1 to (1 - Qo)/ao. Now, for fixed p, 
the absolute value of the error eh ( T ;  p) will be maximum 
at some value of T , T  = 7 ,,, say. We then expect that we 
can find a semi-infinite homogeneous atmosphere with 
o (T’) ES, where s is some constant between s, and s, not 
necessarily equal to O ( T ~ ) ,  such that it will reproduce a 
constant error eh (p)  = eh ( T ~ ;  p) throughout the atmo- 
sphere. For such an atmosphere, since ht ( T ;  p) = ht (p)  
and h ( T ;  p) = h (p) are also independent of T ,  the error 
equation becomes 

26 

il = 0.700 

linear 

1 .oooo 
1.1112 
1.1776 

1.2278 

1.2674 

1.3002 

1.3276 

1.3508 

1.3705 

1.3870 

1.4026 

- - - 2 / 9  

Exact 

1 .om0 
1.1131 

1.1825 

1.2364 

1.2806 

1.31 ao 

1 .37a2 

1.3501 

1.4029 

1.4250 

1.4448 

Q = 0.300, w = -2/3 

linear 

1 .m 
1.0382 

1.0562 

1.0676 

1.0750 

1.0800 

1 .OB37 

1 .0860 

1.0878 

1 .oaa6 

1 .oa92 

Exacf 

1 .oOOo 

1.0399 

1.0612 

1.0764 

1 .om1 

1.0976 

1.1054 

1.1120 

1.1176 

1.1225 

1.1268 

Numerical computations indicate that eh(p) is always 
positive and vanes roughly linearly from zero to eh(1) 
as p increases from zero to unity. Hence, taking the mean 
value of eh (y’) to be ?h eh (l) ,  we get3 

where 

and 

The maximum relative error in H is thus given by 

A similar analysis €or a finite atmosphere seems to be more 
difficult. 

3Fymat, A. L., and Abhyankar, K. D., Paper $1, AStrophys. J. ,  Oct. 
1969 (in press). 
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4. Error Diagrams for Isotropic Scattering 

The H-functions for homogeneous atmospheres which 
exhibit isotropic scattering, !t (p) = 44, have been tabu- 
lated for several values of the albedo for single scattering 
(Ref. 1). Using these tables, we have computed the quan- 
tity [eH ( l ) / H t  (l)] for various combinations of no and s. 
The results are shown in Fig. 1; hatched areas indicate 
regions where the linear solution is not convergent. It can 
be seen that the maximum errors found in the sample 
cases correspond with those indicated by this figure. It 
also shows that, in certain cases, the linear equations give 
fairly accurate results even when the perturbation is large: 
For example, from no = 0.2, we can get the solution for 
SZ = 0.4 accurate to within O.lX, even though the so-called 
“perturbation,” s, takes the large value of 1.0. 

The diagrams of Fig. 1 will be useful for estimating the 
maximum relative error in H (T; p) to be expected when 
applying the linearization method to any particular prob- 
lem. For example, consider a semi-infinite inhomogeneous 
atmosphere with 0.1 4 0 (T) 0.8; if no is taken equal to 
0.4, 0.6, or 0.8, say, the corresponding maximum errors 
in H (p) would be 3.1, 0.3, and 1.6%, respectively. Hence, 
the best choice of no would be 0.6. In general, the errors 
are smaller when the perturbations are negative so that 
it is always advantageous to select no accordingly. 

In the case of finite atmospheres, the error diagrams must 
be constructed empirically from numerical computations. 

Reference 

1. Chandrasekhar, S., Radiative Transfer, p. 125. Clarendon Press, 
Oxford, London, 1950. 

8. Effect of linearization of the Transfer Problem 
on the Computations of the Emergent 
Radiation Field, A. L. Fymat and K .  D. Abhyankar4 

1. Parameters of the Radiation Field 

A planetary atmosphere, usually considered to be plane- 
parallel stratified, is illuminated from above by a mono- 
directional beam of solar radiation of flux 

p being the cosine of the zenith angle and 4 the azimuth 
angle. The reflected and transmitted radiations at the 

4Senior Postdoctoral. Resident Research Associate of NRCNASA; 
on leave of absence from Osmania University, Hyderabad, India. 

atmospheric boundaries are then given bY 

m ( 4  - 40)I , 

(m=0,1,2, * ) 

and 

where the scattering functions S and T (for all values 
of m) depend on the optical thickness of the atmospheric 
slab. They are known as the reflection and transmission 
functions of the atmosphere. In the case of an inhomoge- 
neous atmosphere in which the albedo for single scatter- 
ing (T) varies with optical depth, additional scattering 
functions S* and P should be introduced when the illumi- 
nation is from below. The solutions of the equations for 
all these scattering functions are simplified by means of 
the auxiliary functions X, Y, X*, Y* for finite atmospheres 
and an H-function for a semi-infinite atmosphere (Ref. 1). 
We have the relations 

X exp { - (T - 7’) /p0}  Q (T’) d ~ ’  

and two similar equations for S* and T* which are ob- 
tained by substituting X* and Y* in place of X and Y, 
respectively. In the case of a semi-infinite atmosphere, Y 
vanishes and X becomes the H-function. 

In thls article, we shall investigate the errors in the 
computations of the scattering functions and of the radi- 
ation field which result from our linearization process 
(SPS 37-56, Vol. 111, pp. 50-52). 

2. Consideration of the Scattering Functions 

ln  Section A of this chapter, the results of computations 
of the H-functions were given for isotropically scattering 
homogeneous semi-infinite atmospheres with albedos 

= 0.975, 0.925, 0.700, 0.300 obtained from those for a 
reference atmosphere with albedo no = 0.900. These 
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values were used to compute the reflection functions 
shown in Table 2 by means of the following formula 
appropriate for a homogeneous atmosphere (Ref. 1): 

0’04619 

0.05279 

0.05693 

0.05979 

Table 2. Reflection functions S (p, pol* 

~ 0.08388 0.09355 0.10036 
0.07104 

0.08660 , 0’10570 0.10997 412125 0.13280 

0.09729 0.12707 ’ 0’14200 o.14988 0.15797 

0.1 7796 
0.10509 0.14013 0.16790 o.19046 

0.2 1-1 0.04541 I 0.05151 I 0.05515 I 0.05752 

0.4 

0.6 

0.03378 

0.8 

1 .o 

fi = 0.700 

0.15913 
0.15929 

0.24596 

0.30715 

0.35492 

0.39409 

0.24559 0.30651 0.35403 0.39301 

0.42641 0.56768 0.6a300 on984 
0.42726 

0.5691 2 Q’78724 0.97421 1.1 3553 

1.23069 
0.78965 

0.68503 0.97763 1.23558 

0.78233 1.13980 1.46338 

0.4 

0.6 

0.8 

1 .o 
1 I I I 1 

0*2 

0.4 

0.6 

0.8 

1.0 

- 
0.2 

0.4 

0.6 

0.8 

1 .o 

0*17999 0.28494 0.36295 0.42652 0.4a075 
o.ia3oa 

0.29239 o.52537 
0.68948 0.84402 0.97850 

0.37582 0.72028 0.97581 1.02866 
1.22868 1.45409 

0.44533 0.88908 1.30600 1.6926( 
1 .a9867 

0.50571 1.03839 1.55712 2.05017 2,51423 
2.31 129 

0.16763 0.29046 

0.1 8580 0.33537 0.59804 

0.73059 0.19933 0.37003 

n = 0.925 

Because of the symmetry of these functions with regard 
to p andPo, the computed values are entered in the table 
on the right side of the diagonal while the true values 
are given on the left. 

The relative errors in S (p, po) are shown in Fig. 2. They 
are usually found to be much smaller than the maximum 
perturbation; for example, {AS/S},,, = 0.066, 0.058, and 
0.0044 for mmaX = -0.667, -0.222, and 0.0278, respec- 
tively. Only for the large positive perturbation wmax = 
0.0833 does the relative error have a comparable value 
of 0.0807. In general, the effect of linearization is to under- 
estimate the reflection function of the atmosphere. The 
discrepancy is larger for increasing values of the direction 
cosines of the incident and reflected beams. 

3. Consideration of the Emergent Radiation Field 

With the tabulated values of the reflection functions, 
the reflected radiation was computed from the relation 
of definition. The errors in the field intensities in units 

= 0.300 

0.05 - w = -(2/3) 

0 

Ci = 0.975 

0 0.2 0.4 0.6 0.8 1.0 

P 

Fig. 2. Relative errors in reflection functions 
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of the incident flux x F  are shown in Fig. 3. These curves 
are similar to those for S in their variations with ,u and pa, 

but the absolute errors involved are always smaller. In 
the cases considered, their maximum values are, respec- 
tively, 0.10, 0.34, 0.06, and 1.6% in units of TF. Thus, the 
effects of linearization on intensity are generally small. 

Now, in the theory of line profiles in planetary spectra, 
it is the reflection function which is relevant. If r ( v )  is 
the line depth defined by 

we can write for the relative error in r :  

Since the relative error in S caused by the linearization 
process is small, as shown by the computations reported 
here, the line profiles obtained in this way will closely 

fit the true profiles for the inhomogeneous atmosphere 
under investigation. In some other problems, like the cal- 
culation of a planet’s phase curve, it is the intensity that 
must be considered. As seen above, the linearization 
method gives fairly accurate results in this case also. 

Reference 

1. Chandraseichar, S ., Radiative Transfer. Clarendon Press, Oxford, 
London, 1950. 

C. Lunar Mascons: Refined Calculation of the 
Model Gravity Profile for Mare Serenitatis, 
J .  E. Conel, G. 5. Holstrom, and E.  Abboff 

In Ref. 1 Conel and Holstrom presented gravity pro- 
files for a near-surface disk-model of the Mare Serenitatis 
mass concentration (mascon). Good agreement was ob- 
tained between that model and the normalized gravity 
data of Muller and Sjogren (Ref. 2). These calculations 
were approximate in the sense that: (1) curvature of the 
moon’s surface was neglected, (2) the gravity effects of 
topographically high areas ringing the mare were not 
accoupted for, (3) the line-of-sight doppler values were 
assumed to represent the local vertical component of 
gravity (this assumption becomes especially important for 
the northern portions of the profile), and (4) the profile 
was matched to so-called normalized gravity values, i.e., 
those values obtained after a “free-air” correction of the 
raw accelerations to a surface at an altitude of 100 km. 

By modifying the original gravity program (Ref. 3) to 
calculate three orthogonal components of acceleration, 
and by constructing a more elaborate model including 
topography and curvature, we have been able to account 
for effects arising from all of these assumptions in our 
model calculations. The result is that fit of the plate model 
to the observational data is sensibly unaffected by such 
refinements. Comparison with a deep spherical mass dis- 
tribution also remains favorable. In fact, it appears that 
the plate and sphere models will remain gravitationally 
indistinguishable regardless of the altitude of observa- 
tion unless (1) accuracy of the observational data is im- 
proved, or (2) the plate model has a distinctive geometry. 

s To account for curvature, the anomalous mass distri- 
bution is referred to a rectangular coordinate system with 
origin located at the surface at the center of the model 
and at latitude eo, longitude +a. The (x,y,z) coordinates 
of a model point located at (R ,  61, +1) are then given by 
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X: = + R  [{sin   COS-^ (COS 6, COS 61 COS ($0 - (pi) 

+ sin 6 0  sin - sin2 (8, - &)]% (14 

(1W y = R sin (8, - 0,) 

z = H(Ol,(pi) [~0~8,cos&cos((p, - (pl) 4- sin00sin81] 

- R { 1 - [COS 8, COS 8, COS ((p, - (pi) -I- sin 8, sin 8,]} 

(14 

where R = 1738 km, the radius of an assumed spherical 
lunar reference surface, and H (Oi, (pi) is spacecraft alti- 
tude above this surface at ( O l , ( p l ) .  The axes are chosen 
such that 

+x E east 

+ y north 

+ z = u p  

In Eq. (la) 

x> Oif (p ,  > (po 

x: < oif(p,< $0 

and 

The transformation formula relating that component of 
acceleration in the direction of earth, a, to the compo- 
nents X ,  Y, and 2 in the (x, y, z )  system arising from an 
anomalous mass distribution is 

g E =  -Xsin(p+YsinOcos(p-ZcosOcos(p (2) 

The sign conventions on the vectorial quantities in Eq. (2) 
are 

x-component = positive if directed eastward 

y-component = positive if directed northward 

z-component = positive if directed upward 

The model and resulting north-south gravity profiles 
across Mare Serenitatis are shown in Fig. 4. Average ele- 
vations of the rim deposits for the southern leg of our 
profile was constructed from the Aeronautical Chart and 
Information Center (ACIC) charts. There are very few 
relative elevations given for the northern or eastern sec- 
tors bordering the mare. Consequently, to simplify the 
computations, the model was given axial symmetry about 
the approximate geometric center of the mare (28ON Iat, 
18OE lon). Rim deposits surrounding the basin actually 
do not show such symmetry and are discontinuous or 
absent in places; the model thus adequately accounts for 

gravitational effects of the topography. Profiles in Fig. 4 
are given for a rim deposit density of 2.5 g/cm3. The 
density contrast between fill and rim deposits was taken 
to be 1.0 g/cm3, with the maximum anomaly 250 mgals. 

From examination of the measured and computed pro- 
files we see that inclusion of topography, curvature, space- 
craft elevation, as well as accounting for the actual 
component of acceleration along the line of sight, has 
not materially affected the fit of our model curves to 
the actual data. Comparison with data for the deep sphere 
also remains about the same. 

From Fig. 4, it is also seen that the position of the 
maximum anomaly is offset approximately 80 km south 
of the center of the model. This is a geometrical effect 
arising from two causes. First, both horizontal and verti- 
cal components of gravity from the anomalous mass are 
involved in the line-of-sight acceleration data. For a nearly 
symmetric model, a profile of the vertical component 
through the center is essentially symmetrical about the 
center of gravity. On the other hand, the horizontal com- 
ponent is asymmetrical; it changes sign at the center and 
by symmetry is nearly zero at the origin. (The situation 
can be understood in a simple way by considering the 
case of a spherical mass distribution.) Since both com- 
ponents are combined in the actual data, the maximum 
in the profile is displaced from the center of mass in a 
direction corresponding to an acceleration of the space- 
craft, i.e., to the south, for a south-to-north orbital track. 
It is easily seen from such arguments that the displace- 
ment is zero for a mass at the equator and maximum for 
a mass at the limbs or poles. In the Iatter instance, profiles 
for symmetrical objects can be expected to show pro- 
nounced asymmetry, with the acceleration changing sign 
over the center of mass. Second, the spacecraft height 
varies along the orbital track. Thus, the closest approach 
to the center of mass is not necessarily vertically above it. 

Since the geometric forms of the surface plate and deep 
sphere models are so dissimilar, it might be expected that 
near-surface gravity observations would provide a dis- 
tinction between the two. In Fig. 5 we present profiles 
of the vertical component gravity for the plate model 
( ~ p  = 1.0 g/cm3) and sphere at depth 200 km for equiva- 
lent maximum anomaly. Topography and curvature are 
neglected. Except for detailed structures in the plate 
curve, which can be definitely attributed to abrupt 

'changes in thickness of the model, the curves are quite 
similar. We could eliminate these structures to any de- 
sired extent by increasing the number of plates indefi- 
nitely, and thus produce profiles quite similar to those 
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Fig. 4. Comparison of observed and computed profiles for the curved disk model 
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The procedure for sample preparation and analysis is 
described in Ref. 1. 

4-keV He+ 

1.5 X lO"cm-* 
(1.6 pA/cm2) 

1.5 X 10''cm-* 
(1.3 pA/cm2) 

HORIZONTAL DISTANCE, km 

Fig. 5. Theoretical gravity profiles for plate and deep 
sphere models for spacecraft altitudes of 0 and 100 km 

40-keV Ar+ 

2.9 X 103'cm-2 
(70 pA/cm2) 

2.8 X I@' cm-* 
(30 pA/cm2) 

2.7 X 101'cm-Z 
(40 pA/cmZ) 

3.1 X 10'6cm-2 
(50 pA/cmZ) 

3.1 X 1016cm-2 
(50 pA/cm) 

for deeply buried masses. These two models can be ex- 
pected to show similar gravity effects at the surface, with 
the maximum anomaly from each differing by about 
30 mgals. Thus, precise observations at both elevations 
would be required to distinguish between the surface- 
plate and deep-sphere models on this basis. With present 
accuracy of the data, they would remain gravitationally 
indistinguishable, unIess there are characteristic features 
in the profiles of the type indicated. 
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D. Retention and Release of Ion-Implanted Argon, 

An investigation was conducted to determine the effect 
of substrate composition and pre-irradiation history on 
the thermal release profiles and retention coe5cients of 
argon injected by ion bombardment into silicates and 
iron. The samples consisted of polished 1-cm square slabs 
of the minerals forsterite, enstatite, oligoclase, the glass 
obsidian, and cold-rolled steel ( < 1% C) . All samples were 
irradiated with 40-keV AI-+ ions, but some were pre- 
irradiated with either H+, He+, or both (see Table 3). 

H. C. Lord, 111 

The results of the gas analyses are shown in Table 4. 
The concentrations of evolved Ar/cm2 listed in the table 

'Moximum current density values in parentheses. 

Table 4. Remsults of gas analyses 

Sample 

Oligoclase 

A 

B 

C 

D 

E 

Obsidion 

A 

B 
C 

Enstotite 

A 

B 

C 

Forsterite 

A 

B 

C 

Iron 

A 

B 

C 

ncident Ar+/cm2 

2.9 X 10" 

2.8 x Id6 
2.7 X 10'' 

3.1 X Id6 
3.1 X IOi6 

2.9 X 10'' 

2.8 x Id' 
2.7 X Id6 

2.9 X 10" 
2.8 x Id6 
2.7 X Id8 

2.9 X 10'' 

2.8 x Id' 
2.7 X 10" 

2.9 x 101' 

2.8 x Id6 
2.7 X Id" 

volved Ar/cm2 

4.8 x Id" 
2.5 X 10" 

2.6 X loz6 
2.4 X Id' 
2.6 X 10" 

3.2 X 10'" 

1.3 X 16' 

2.2 x 10'" 

3.1 X 10" 

>1.3 X 10" 

>2.1 x 

4.1 X 10" 

3.2 X lo1* 
2.1 x lox6 

2.2 x 10" 

1.3 X lox6 
2.4 X 10'" 

Retention coefficient 

Apparent 

0.17 

0.89 

0.95 

0.77 

0.82 

0.1 1 

0.45 

0.82 

0.1 1 

>0.48 

>0.78 

0.15 
1.12 

0.77 

0.078 

0.45 

0.86 

Actual' 

0.09 

0.47 

0.51 

0.4 1 

0.44 

0.059 

0.24 

0.44 

0.059 

>0.26 

>0.42 

0.080 

0.60 

0.41 

0.042 

0.24 

0.46 

acalculated from apparent retention coefficient, taking into account the neutrolim- 
tion charge exchange in the ion beom. 
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are the sums of the individual concentration measure- 
ments at each temperature step. The apparent retention 
coefficient is merely the measured ratio evolved/incident 
Ar/cm2. 

erode the sample, continuously exposing a new surface 
layer. An equilibrium gas concentration is soon established 
near the surface, but the gas concentration in the penetrat- 
ing tail continues to grow. 
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The temperature release profile of argon from oligoclase 
for the five different irradiations is shown in Fig. 6. All 
five samples show a primary low-temperature maximum 
in the differential gas release curve. Irradiations C, D, 
and E (Table 3), which were irradiated with more than 
one ion, show a secondary higher temperature maximum. 
Irradiation A, which is at the highest integrated ion flux, 
has its low-temperature maximum at a higher temperature 
(400-60O0 C )  than the lower integrated flux irradiations 
(200-400° C).  This suggests increased importance, with 
irradiation time, of the penetrating tail of the range dis- 
tribution. Davies and Jespersggrd (Ref. 2)  have suggested 
that injected atoms ending up in interstitial sites diffuse 
rapidly through the lattice until they are trapped by a 
defect. As has been shown above, surface sputtering will 
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The effect of substrate composition on argon release is 
displayed in Fig. 7. These gas release results are for the 
higher dose (2.9 X 1017 Ar+/cm2) irradiation. Obsidian, a 
partly recrystallized volcanic glass, released the retained 
gas at very low temperatures (100-300° 6). However, the 
calculated retention coefficient is identical to that of the 
enstatite sample (which shows a very high temperature 
release maximum) and greater than that for the iron 
sample, indicating that there could not have been sub- 
stantially greater amounts of room-temperature argon loss 
from the obsidian. 

A bi-modal distribution for the argon release is seen 
in all the samples except the oligoclase. For the iron 
sample, the two maxima are approximately the same 

N 

$ 
m 
5 

A 

10-61 I I I I I I 
* o  200 400 600 800 1000 1200 1400 

TEMPERATURE, OC 

Fig. 6. Differential gas release curves for 40-keV argon Fig. 7. Differential gas release curves for 2.9 X 1017/cm2 
40-keV argon ions injected into various samples ions injected into oligoclase at  different irradiations 
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size, while for the obsidian, enstatite, and forsterite sam- 
ples, one maximum is significantly larger than the other. 
The bi-modal distribution can be explained as a low- 
temperature damage diffusion release which includes 
point defect diffusion as well as annealing, and a higher 
temperature normal gas diffusion release. 

Pre-irradiation of the samples with 1-keV H+ (irradia- 
tion C, Table 3) resulted in reducing the temperature of 
maximum argon release for those samples showing a nor- 
mal gas diffusion release. This decrease in release tem- 
perature is consistent with a proton-irradiation-induced 
metamictization which increases the percentage of the 
total gas released by damage diffusion. Furthermore, both 
the forsterite and the iron samples show a more predomi- 
nant low-temperature release for the higher dose argon 
irradiation (A) than for the lower dose irradiation (B), due 
to the same effect. 

It is seen from these data that although large incident 
ion doses disorder the surface increasing the damage dif- 
fusion release, the primary control for ion-injected gas 
release is the substrate composition. The thermal release 
profiles of solar wind argon ions injected into extraterres- 
trial material will be reduced to lower temperatures by 
simultaneous irradiation of the sample by the predominant 
solar wind ions H+ and He++. The release of low-energy ion 
injected gas (as the solar wind) from meteorites, cosmic 
dust, or lunar surface samples should occur primarily at 
temperatures below 600° C. 
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Erratum 

In SPS 37-56, Vol. III, pp. 53-55, the expressions for Y (T’; p) and x ( T ;  p) should read: 
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VI. Physics 
SPACE SCIENCES DIVISION 

A. Relativistic Many-Body Gravity Theory and 
Celestial Mechanics, F.  6. Estabrook 

General relativistic gravitation theory is now required 
for analysis of data from ultra-precise radar range track- 
ing of space probes and planets. Conversely, relativistic 
gravity theory is expected shortly to receive its first really 
quantitative verification from such range tracking-in par- 
ticular, from Mariner VI and VII, Venus-Mercury 1973, 
and the German-American Helios probe. The deviations 
of the predictions of relativistic theory from those of clas- 
sical Newtonian theory are nevertheless small on a local, 
solar-system scale; for large-scale questions of cosmology, 
and for the long-time history of the universe, galaxy, and 
planets, relativistic theory has supplied a radically non- 
classical world picture, and a very different quantitative 
understanding. 

The two relativistic gravity theories presently accept- 
able are (1) the tensor theory of Einstein, which is to say, 
general relativity, and (2) the scalar-tensor theory of 
Brans and Dicke (Ref. l), which generalizes the former 
theory in a formally unique way, involving a long-range 
scalar field and a theoretically undetermined coupling 

constant W. The Brans-Dicke theory reduces to the ortho- 
dox Einstein theory in the limit w -+ m ; if w were as low 
as 5, a value not inconsistent with present experimental 
data, the known perihelion precession of Mercury would 
in turn imply an anomalously large solar quadrupole 
moment J,. Such a J, has been supported by recent obser- 
vations by Dicke’s group of the solar optical oblateness. 
If the apparent oblateness indeed is due to J2, it would 
necessitate radical revision of current astrophysical models 
of the solar interior, and so the solar J, has become a 
matter of high current interest in its own right. In any 
case, an w of 5, as emphasized by Dicke, would drastically 
alter relativistic cosmology and planetology, since the 
Brans-Dicke theory implies secular change in the uni- 
versal “constant” of gravitation. 

The ultimate verification of relativistic gravity theories, 
and the accurate evaluation of w and J,, will be through 
celestial mechanical experiments of signal propagation 
arld orbit determination. Much of the analysis of these 
can be done with single-body perturbation terms calcu- 
lated solely for the sun itself (using, for example, the 
Schwarzschild metric of general relativity, or its general- 
ization by Brans-Dicke for finite w.) When, however, two 
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or more bodies must be considered in addition to the 
space probe, the nonlinearity requires a general pertur- 
bation analysis. Many-body terms can be required, for 
example, in the case of lunar theory, or again for the 
moons of Jupiter, or for precise orbit determination in 
close encounter with any planet. 

The many-body post-Newtonian perturbation terms of 
the Brans-Dicke theory have now been obtained. The 
result is a coupled set of simultaneous equations of motion 
for n gravitating bodies, correct to terms of order 1/c2. 
The equations, like those of the already known limiting 
case (0 -+ to, the so-called Einstein-Infeld-Hoffman equa- 
tions of general relativity), prove to be derivable from a 
velocity dependent Lagrangian, and seven first integrals 
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of mass, linear momentum, and angular momentum exist 
(the first four are, surprisingly, independent of o). The 
explicit equations, and details of their deviation, are to 
be published in the open literature.l A capability for utiliz- 
ing them has been added to the JPL double-precision 
orbit determination program.2 
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VII. Spacecraft Telemetry and Command 
TELECOMMUNICATIONS DIVISION 

A. On the Capacity of a Cascade of Identical 
Discrete Memoryless Nonsingular Channels, 
M .  K .  S' imon 

1. Introduction 

In practice, one is often concerned with transmitting 
data over a channel which is composed of a cascade of 
identical subchannels (e.g., the repeatered telephone line). 
Calculation of the channel capacity via the standard 
technique of first finding the overall channel transition 
matrix becomes extremely tedious as the number of sub- 
channels N becomes large (typically N = 3000 for a long- 
haul telephone link). This article presents an alternative, 
simplified approach to the problem by combining an 
eigenvalue technique well known (Ref. 1) in the theory of 
discrete Markov chains with a channel capacity theorem 
found in a standard text on information theory (e.g., see 
theorem 3.3.3 of Ref. 2). The restrictions placed on the 
subchannels are that they be discrete, memoryless, and 
have a nonsingular transition matrix. 

2. Derivation of the Expression for Channel Capacity 

Let Pi denote the transition matrix of the ith subchan- 
nel. Since Pi is assumed nonsingular, it must be square. 
If M is the number of messages to be transmitted, i.e., 

Pi is M X M ,  then the input and output state column 
vectors for the ith subchannel, p (Yi-J and p (Yi), respec- 
tively, are related by 

A 
and p (Yo) = p ( X ) ,  the probability distribution vector for 
the source. For N identical subchannels, the source distri- 
bution is related to the output state by 

where the i subscript on PT has been dropped since they 
are all identical. If we let Q denote P-l, it is known (Ref. 1) 
that p ( X )  can be expressed as 

where hi and vi are, respectively, the ith eigenvalue and 
eigenvector of the matrix Q'. The coefficients ai are deter- 
mined from the set of equations 

(4) 
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Returning now to the computation of channel capacity, 
we write the mutual information between X and Yiv as 

where pyi are the elements of p(Y,), H is the column 
vector with ith component 

and rij is the iith element of the matrix [P”]” (i.e.) the 
transpose of the overall transition matrix). Substituting 
Eq. (3) in Eq. (5),  we obtain 

N N 
I (x; YN) = - I: pyi log pyi - I: aihrHz’vi (7) 

i = 1  i = 1  

Letting ui = -HTvi and noting that both hi and ui are 
independent of p (Yiv), we can maximize Z ( X ;  Y,) with 
respect to the output distribution using the technique of 
Lagrange multipliers. Thus, we wish to maximize the 
function 

M N 

i = l  i = l  
Z ( X ;  Y,) = - I: pyi logpyi + I: aih$ui (8) 

subject to the constraint 

Using the Lagrange multiplier p) the function to be maxi- 
mized is then 

This function will have an extrema1 value when 

Thus, 

Solving for pyj gives 

N 1 

L i=1 J 

But 

Combining Eqs. (13) and (15) gives 

i =  1,2, * 

Substituting Eq. (16) in Eq. (8) gives’ 

C r  = max I ( X ;  Y,) = log, 
[ Y N l  

i = 1  

By recalling Eq. (4), the partial derivatives aai/apUj can 
be evaluated as 

where A and Aji are, respectively, the determinant and 
cofactor of the iith term of the matrix whose columns are 
the M eigenvectors. Before proceeding to the evaluation 
of the partial conditional entropy matrix H we briefly 

‘The expression for channel capacity as given by Eq. (17) is only 
valid if there exists an input probability distribution p(X) which 
gives the output distribution described by Eq. (16). 
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review some properties of the eigenvalues and eigen- 
vectors of Q'. 

In  terms of Eq. (23), the 7cth term of the partial condi- 
tional entropy matrix may be expressed as 

M M 

H ( y " l ~ k ) = - c [ c ~ ( ; ) , V ~ i ]  
3. Properties of Xi, vi (i = 1 , 2, * . 1 , MI 

j = 1  i=l Since the eigenvalues of PT are always less than or 
equal to 1 in magnitude, the eigenvalues of Q' = Y 
[p-'I*, i.e., X i , i  = 1,2, * , M ,  satisfy 

p i p = 1 ,  i = l , 2 ,  * * * , M  (19) (24) 

where vj i  is the ith component of the ith eigenvector, vi. 
It is at this point that one can observe from Eqs. (17), 
(18), and (24) and the definition of ui that the channel 
capacity is given entirely in terms of the properties of one 
subchannel transition matrix. 

Also, hi = 1 is always one of the eigenvalues, and a 
repeated unity eigenvalue will occur if and only if the 
matrix PT is reducible. The eigenvectors of Q' are iden- 
tical to those of PT. Thus, the eigenvectors corresponding 
to the nonunity eigenvalues have components which sum 
to zero. This property is of use in Subsection 5. The 

eigenvalues are all positive or zero since they must corre- 
spond to probabilities. 

elements of the eigenvectors corresponding to the unity 5. Subchannel Transition Matrices Which Are Uniform 
From the Input and Symmetric 

One special case of the above general theory deserves 
attention. If each subchannel transition matrix is sym- 
metric and uniform from the input, then the overall chan- 
ne1 transition matrix will have the same properties. From 
this, one can conclude that 

4. Evaluation of the Matrix H 

The kth column of [P']" denoted by r k  can be found 
by post-multiplying [P']" by 6 k ,  a column vector with a 
one in row k and all other elements zero. H (Y, 19) is independent of k (25) 

Letting H (Y, I xk) = h, we can write the partial condi- 
tional entropy matrix H as 

Following a procedure similar to that in Subsection 2, 
we write 

where 1 is the column vector whose components are all 1. 

where the bi satisfy 

Solving Eq. (21) we get 

A k i  b. = - 
' A  

Recalling the properties of the eigenvectors given in 
Subsection 3, we get 

(21) M 
h* 2 Vki, all i corresponding to 

eigenvalues 1 (27) k = i  

i o >  all other i 

ui = 

(22) Thus, Eq. (16) reduces to 

M Y 

C N  = log2 [ exp2 (c% ~ k i ) ]  (28) 
where A k i  and A have the same meaning as preViousIy 
mentioned. Combining Eqs. (22) and (20) gives 

j=1 k = 1  

where the summation on i includes only those terms cor- 
responding to eigenvalues 1. An example of such a sub- 
channel matrix is the binary symmetric matrix (BSC). The 

Y 

rk = C A E ( L ) " V ~  A Xi (23) 
i=1 
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channel capacity for an N-cascade of BSC submatrices is 
computed in Subsection 6. 

The channel capacity can now be found by substituting 
Eqs. (31) through (35) in Eq. (28). The result is 

6. Binary Symmetric Subchannel Matrix 

Let 

where q = 1 - p .  Since the matrix P (or P') is irreducible 
for 0 < p < 1, only one eigenvalue has value 1. Thus, the 
summation on i in Eq. (28) will have only one term. The 
eigenvector corresponding to the eigenvalue 1 is found 
from the pair of equations 

( p  - 1) 1'11 + q v21 = 0 

q 1'11 + ( p  - 1) v21 = 0 
1 (30) 

Thus, 

v21 = -(> P - 1  v11 = v11 

and normalizing vll to 1, we have 

v1=  (t) 
The other eigenvalue A, has value l/(p - q )  and the cor- 
responding normalized eigenvector v, becomes 

v, = ( -k )  
The determinant of the eigenvector matrix is found from 

A=det( l  1 -1  1) = 2  

and the cofactors All and AZl are given by 

t A,, = 1 

A,, = 1 

The quantity h may be evaluated from Eq. (24) as 

(33) 

(34) 

(35) 

c, = log, [ 2h+l] 

(36) 

The result checks with that given in Problem 3.5 of Ref. 2 
obtained from the overall channel transition matrix. 

For N = 1, we obtain the well-known result 

(37) 61 = 1 + plogp + qlogq 
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B. Efficient Spacecraft Data Systems: Modifications 
to the Mariner Commutator to Adapt to the 
TOPS Mission, R .  A. Easton and E. E. Hilbert 

The thermoelectric outer-planet spacecraft (TOPS), 
flight telemetry subsystem (FTS) must handle a large 
number of sensors (6 to 7 times the Murine? requirements) 
in a flexible formatting arrangement with high reliability 
over a 12-yr mission (versus 6 mo for Mariner). The ques- 
tion arises, can the Mariner commutator design be modi- 
fied to meet these requirements or is a new approach 
required? 

Consider the FTS as a chain with three links (Fig. 1): 

(1) The commutator and its driving/decoding program- 
mer circuitry. 

(2) The commutation sequence generator [a clock for 
Mariner or a specialized computer in computer- 
accessed telemetry system (CATS)]. 

(3) The analog-to-digital converter (A/DC) and signal 
processing circuitry following the commutator. 

It should not be difficult to make link 3 reliable so it 
will not be discussed here. As for link 2 it should be pos- 
sible to make the CATS sequence generator highly reli- 
able through the use of error detecting and correcting 
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LINK 1 LINK 3 
DIGITAL 

INPUTS fl DIGITAL COMMUTATOR 1~~ 
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(SEE FIGS. 2,3,4) 
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I DRIVERS 

CLOCK OR 
CATS SEQUENCE 
GENERATOR 

Fig. 1. Flight telemetry subsystem structure 

codes. Certainly a simple clock is reliable. This article 
will concentrate on link 1 and suggest two alternatives 
to the Mariner approach which provide greatly improved 
reliability and reduce the analog commutator and pro- 
grammer's power, weight, and volume requirements. The 
Mariner commutator and programmer figures are 2.15 W, 
7.5 lb, and 300 ine3 For TOPS these figures might be 6 W 
and 15 lb allowed for the entire TOPS FTS; it is clear 
that some change is needed. 

Figure 2 shows the Mariner implementation of the com- 
mutator and programmer. The clock drives a set of counter 
flip-flops whose outputs are decoded and fed to drivers 
each of which drives one of n paralleled field-effect tran- 
sistor (FET) switches per deck. The FETs are on when 
the drive is removed so a single failure anywhere in the 
chain resulting in the drive being removed shorts the 
entire deck. Thus, a large percentage of the possible fail- 
ures affect a large number of sensors. 

Figure 3 shows a modification of the M a r i m  approach 
for improved reliability. Note that now the FETs are con- 
nected in a self-decoding tree structure so that fewer 
drivers and no decoding gates are required. Also note 
that most failures now affect much fewer sensors. This 
clocked tree approach can be used as a 1-to-1 replace- 
ment for the Mariner subdecks, since it generates its own 
fixed sequence as does the Mariner approach and requires 
only a clock for a driver. 

The third approach, for use with a programmable 
sequence generator such as CATS, is to use a large ran- 
dom access tree for the whole system instead of using 
several smaller trees as subdecks. There is no subcom- 

INPUTS 

FEl 
SWITCHES DRIVERS 

r OUTPUT 1 4  

FET 
DRIVERS SWITCHES 

11 

H H I  

0 . .  

I 
I 

FLIP-FLOPS 
COUNTER 

CLOCK 

1 I 

Fig. 2. Mariner commutator (two decks shown) 

mutation required within the commutator because the 
sequence is loaded from a computer memory (Fig. 4). 

Figure 5 compares the reliability of these three ap- 
proaches for the Mariner Mars 1969 sensor requirements 
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SWITCH IN USER'S SUBSYSTEM SENSOR 
(IF DESIRED) 

Component 

Resistors 
Capacitors 
Diodes 
Transistors 
FETs 
Monolithic ICs 

CATS driver 
Mariner driver (discrete) 

2 = 0010 

3 = 0011 

Number of failures/h 

0.001 x 
0.005 X lo4 
0.01 x 
0.02 x 
0.02 x 10" 
0.20 x lo4 
0.10 x 
0.20 x 

6 = 0110 

7 = O l l l  
4, 8 = 1000 

9 = 1001 

IO = 1010 

1 1  = 1011 

12 = 1100 

13 = 1101 

14 = I l l 0  

15 = 1111 , MAINSWITCH 

I I I I  

SENSOR ID ~~1 
SWITCH UP = 0 

SWITCH DOWN = 1 

MSB = MOSTSIGNIFICANT BIT 

LSB = LEAST SIGNIFICANT BIT 

n-bit CONTROL WILL ACCESS 

UP TO 2" CHANNELS 

Fig. 4. Random access tree switch 

as a function of time. The failure rates assumed are shown 
in Table 1 and are realistic numbers for space applica- 
tions. For a Mars mission the reliability of the Mariner 
system looks satisfactory, but even for this small number 
of sensors the likelihood for unimpaired operation after 
12 yr (a 10.5% chance) is poor. The reliability guideline 
for the TOPS project is 95% for a 12-yr mission for impor- 
tant subsystems. With Eve times as many sensors, the 
prospects look grim indeed. The tree's chances look much 
better but with no redundancy some failures might still 
occur. Compared to the Mariner approach, only a small 
percentage of the parts involved (i.e., the drivers and a 
few switches common to a large number of paths) are in 
a position to affect a large number of sensors if they fail. 
However, it is possible to make these elements highly 
reliable by making the drivers parallel redundant and the 
tree elements serial/parallel redundant. Implemented in 
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MMINER 
PROBABILITY OF N O  FAILURES 
PROBABILITY OF 5 1 FAILURE NEPTUNE 

0 2 4 6 8 10 12 14 16 

LIFE, yr 

Fig. 5. Comparison of reliability as a function of time 

this way, no single component failure can degrade the 
system operation and a large number of random failures 
can be tolerated without significant degradation. 

This is not the case for the Mariner approach because, 
in order to get a substantial improvement in reliability, 
the decoding gates and most of the drivers must be made 
redundant. There are nearly as many drivers as there are 
FETs. The decoding gates cannot be made parallel redun- 
dant without power switching since their outputs would 
have to be ored together. This switching would be at 

Table 1. Failure rates used in deriving 
reliability curves" 
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least as complicated as the gates themselves, limiting sub- 
stantially the improvement obtainable. 

A major advantage of the tree approach is the ease with 
which redundancy can be implemented. As the tree grows 
in size, this condition gets even better since the percent- 
age of parts that will affect a given percentage of sensors 
steadily decreases because only n drivers are required for 
2" sensors and a fixed percentage of switches affect a fixed 
number of sensors. Therefore, if the number of sensors 
doubles, the percentage affected is halved. 

In Fig. 6 the probabilities of A1 failure and no failures 
and the average number of sensors lost in the first failure 
are plotted for the three systems as a function of the 
number of flatpacks required to implement the systems 
with presently available components. The figures given 
are for a 12-yr mission. The three points on each curve 
represent (from left to right) three options : 

(1) 

(2)  
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Fig. 6. Comparison of reliability as a 
function of complexity 
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(3) The redundancy of option 2 plus serial/parallel 
redundancy of all FETs (and corresponding drivers 
for the Mariner case) that could affect more than 
10 of the 77 sensors. 

Note how fast the redundancy takes effect for the trees as 
compared to the Mariner system. In fact, it takes fewer 
parts to implement the third level of redundancy on the 
CATS (random access) tree than it takes for a nonredun- 
dant Mariner system. The comparison between these two 
points is given in Table 2. 

Table 2. Comparison of Mariner and CATS 
(random access) tree commutators using 

same number of flatpacks 

Parameter 

Probability of no failure, % 
Probability of 4 1  failure, % 
Probability of 2 or more failures, % 
Average number of sensors lost on 21.5 2.8 

first failure 

Using paralleled flip-flop/driver circuits driving a 
CATS tree whose elements are serial/parallel redundant, 
it should be possible to make a telemetry system with 500 
sensors with a 99% chance of no failures over a 12-yr mis- 
sion. Referring to Fig. 7, realistically it would be more 
sensible to allow the last 3 rows of the FET switch tree to 
be nonredundant, saving 2700 FETs and giving over 99% 
chance of no failures in the rest of the system and for the 
nonredundant portion: 

P (no failures) = 15.2% 

P (A1 failure) = 44.1% 

P ( A 2  failures) = 71.2% 

P (523 failures) = 88.2% 

P (A5 failures) = 99.2% 

at 1.7 sensors lost/failure. 

Even if 3 FETs failed, fewer than 1% of the sensors 
would be lost on the average after 12 yr (this corresponds 
to the right-hand point on the CATS curves in Fig. 6). A 
1% loss need not be serious because many of the TOPS 
sensors are redundant and for critical sensors it is easy to 
provide alternate paths that have no failures in common 
by assigning the complement of the original address to 
the redundant path. This introduces no timing problems 
due to the random access nature of the tree and no single 
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Pig. 7. Tree reliability versus redundancy 

failure can cause both paths to fail. Another advantage of 
this method is the fact that some of the tree branches can 
be placed in remote locations in the user’s subsystem to 
reduce the number of wires required between subsystems. 
This would not be practical in the clock-driven systems 
where the subsystem’s measurements are on several differ- 
ent subdecks. In TOPS the power, attitude control, and 
radio subsystems are possible candidates for remote tree 
branches. 

It is felt that a strong case can be made for switching to 
the tree commutator approach. The CATS (random ac- 
cess) tree is the most reliable and flexible but if only a 
clock is available for sequencing (as in the Viking project) 
the clocked tree can provide a substantial reliability im- 
provement over the Mariner approach along with a re- 
duction in power, weight, volume, and components. A 
comparison of the present Mariner Mars 1969 commutator 
and programmer with a random access tree commutator 
and programmer meeting TOPS requirements is made in 
Table 3. 

Table 3. Comparison of the present Mariner Mars 1969 
analog commutator and programmer with a random 

access tree commutator and programmer 
meeting TOPS requirements 

Parameter 

Number of analog sensors 
Power, mW 
Weight, Ib 
Volume, in? 
Probability of surviving mission with 

less than 1 %  channel loss 

Mariner Mars 1969 

77 
2150 
7.5 
300 

0.91 after 6 mo 0.99-t after 
12 yr 
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VIII. Spacecraft Telecommunications Systems 
TELECOMMUNICATIONS DIVISION 

A. Frequency Tracking in an MFSK Receiver, 
H. D. Chadwick 

1. Introduction 

This is one of a series of articles (SPS 37-48, Vol. 111, 
pp. 252-264 and SPS 37-52, Vol. 111, pp. 239-247) treating 
the problems of synchronization of an m-ary frequency 
shift keying (MFSK) receiver in time and frequency.l The 
previous works are concerned with time and frequency 
acquisition and time tracking. In this article, a frequency 
tracking technique is proposed and analyzed which per- 
mits tracking of long-term frequency drift with a resultant 
detection performance loss on the order of 1 dB. 

2. Frequency Tracking Problem 

The frequency instability of the received MFSK signal 
has been separated, for purposes of analysis, into long- 
term and short-term components. The long-term com- 
ponent contains that part of the drift whose frequency 
spectrum lies below 1/T, where Tis  the signaling interval 

and the integration time of the receiver. Figure 1 illus- 
trates a possible frequency drift pattern and shows the 
division into long- and short-term components. Only the 
long-term component is considered here, with correction 
performed by a digital tracking loop in the receiver. Com- 
pensation for short-term drift requires a modification of 
the detection technique itself.’? It is, therefore, assumed 
here that short-term drift does not exist to the extent that 
it affects the design of a long-term drift tracking system, 
and that the detector uses the direct Fourier transform- 
power spectrum technique described in previous articles. 

Figure 2 illustrates the basic MFSK receiver. The 
receiver bases its decision on an estimated Fourier power 
spectrum of the received input. The probability distribu- 
tion of the spectral lines has been derived for the case 
of a fixed frequency offset, Af = p/T, from the nominal 
frequency value k/T. This frequency offset is a function 
of the received frequency and the local oscillator setting, 
and it can be seen from Fig. 2 that the offset may be 
reduced to zero by a correct setting of the local oscillator. 

ISpringett, J. C., A Synopsis on LOW Data Rate Direct Link Re- 
quirements and Technology, 1969 (JPL internal document) covers 
in detail the systematic nature of the synchronization problem. 

ZGleicher, N., Incoherent Detection of Low Data Rate MFSK with 

SGleicher, N., Semicoherent Detection of Low Data Rate MFSK 
Noisy Oscillators, Dec. 1968 (JPL internal document). 

with Noisy Oscillators, Dec. 1968 (JPL internal document). 
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(a) TOTAL FREQUENCY DRI 

I I 

I I (b) LONG-TERMCOMPONENT 

(c) SHORT-TERM COMPONENl 

I I 
TIME t - 

Fig. 1. Frequency drift pattern with long- and 
short-term components 

deriving an estimate of the frequency error from the 
magnitudes of the spectral components neighboring the 
nominal signal f req~ency.~ Ferguson’s technique uses a 
weighted average of the n closest spectral components, 
where n is some small integer. Mathematically, if the 
received signal is nominally at frequency k/T,  and the 
corresponding spectral component is rk, the estimate is 
given by 

n/z 

i = -n/z 
8f = C 2 airfc+j 

where C is a normalizing constant and the ai’s are a set of 
linearizing weighting coefficients. 

Goldstein’s technique uses a nominal signal frequency 
at (k  + 1/2)/T, centered between two spectral lines, and 
uses the difference between the magnitudes of the two 
neighboring lines, or 

&f = rk+l - rk 

In the following subsection, several different forms of 
the frequency error estimator are considered. 

4. Frequency Error Estimator 

The estimation of the frequency error Af is a statis- 
tical problen. The estimator 2f must be a function 
of the random variables rk and ideally should have the 
characteristics 

E (Af) = Af 

and 

var 2j = E (@) - E2 (Af) = minimum 

over the class of all possible estimates. 

The probability density function of the spectral com- 
The performance of the MFSK detector is best when 
Af = 0, or the demodulated signals at the input to the 
detector occur at frequencies which are integer multiples 
of 1/T. The objective of the frequency tracking loop is, 
therefore, to minimize, in some sense, the average fre- 

ponents ‘k has been shown to be 

[ri + B2 sinc2 T ( k  - j - p)] 
rk 1 

P (rk> = 2 e q  {- 5 

quency error Af. x I ,  [$lsincT(i - p ) ~  1 (1) 

3. Possible Approaches &It is always assumed that the nominal signaling frequency is 
known, i.e., that the frequency error Af is less th& half the signal 
spacing, and that the detector is capable of making a reliable deci- 
sion with this amount of error. This will be shown later to be a 
good assumption. 

Two approaches to the frequency tracking problem 
have been suggested, by Fer@son (Ref* 
(SPS 37-55, V O ~ .  11, pp. 3036). Both techniques involve 

and 
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POWER SPECTRUM 

Fig. 2. MSFK receiver block diagram 

where 

u2 = (N0/4T) N 2  

B = AN/2 

T = signal duration 

A = signal amplitude 

N = 2WT = number of samples in T 

N,/2 = two-sided noise spectral density5 

k/T = observed frequency 

j /T = nominal signaling frequency 

Af = p / T  = frequency error 

and 

sin x 
sincx = - 

X 

Concentrating on the components nearest to the signal 
frequency (k N j )  and replacing the index k by i = k - i 
yields 

Obviously, all of the r i  terms contain information about 
the parameter p, but as Ill increases, the sinc2 T (i - p) 
term decreases. The probability densities of the spectral 
lines corresponding to frequencies far away from the sig- 
nal frequency are only slightly affected by p. Only the 
line at frequency i = +1 is very much affected when p 
is greater than zero, and correspondingly only the line 
at i = -1 is much affected when p < 0.8 Thus, it is rea- 
sonable to use the values of these nearby lines when con- 
structing an estimator for p. Using lines further away will 
only increase the information gained very slightly while 
greatly increasing the variance of the estimate. 

Two approximations can be made to the maximum 
likelihood estimator, based on the three spectral lines, 
r-l, r,, and r+l. These estimators are 

r+l - r-l 
r+l + r-l p1 = 

and 

(3) 

(4) 

A third estimator is also considered here on the grounds 
that it is less biased than pz. (Its expected value is closer 
to p over the range -1 < p < 1.) This estimator is given 

[rt + B2sincz T (i - p ) ]  
1 

p ( r i )  = 3 e . p  {- 
[ r iB sincrr (i - p)] 

UZ 
(2) by the relation x .Io 

5To conform to common usage, N0/2 is used here instead of NO 
which was used in previous articles. For this reason, the curves 
in SPS 37-48, Vol. 111, pp. 252-264, and SPS 37-52, Vol. 111, ' T h i s  effect is illustrated in Figs. 2 through 4 of SPS 37-52, Vol. 111, 
pp. 239-247, are 3 dB higher than here. pp. 239-247. 
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where 

X A O  {I: x < o  
sgnx = 

In order to choose between these different estimators, 
it is necessary to determine their means and variances 
as a function of p. This calculation is performed in 
Subsection 5. 

It may be noticed that none of these estimators are of 
the form used by Ferguson or Goldstein. All three tenta- 
tive estimators are ratios between the magnitude of the 
spectral lines. This tends to reduce the effect of varying 
signal and noise levels on the magnitude of the estimate. 
The staggered technique proposed by Goldstein was not 
included because it requires either a loss in the detection 

process of about 3 dB, or the computation of a second 
Fourier transform during each decision interval at the 
displaced frequency. 

5. Calculation of the Probability Density Function (PDF) 
of the Estimators 

The choice between the tentative estimators is made 
on the basis of: (1) their degree of bias, or how closely 
E ( p )  agrees with p, and (2) their comparative variance 
under the same noise and signal conditions. The means 
and variances are computed by deriving expressions for 
the probability density function and integrating. 

The resulting PDFs, none of which can be found in 
closed form, are found by integrating the following ex- 
pressions numerically;? simultaneously, the means and 
variance can be determined: 

uz (1 - p 1 ) 2  

(1 + P J 2  
+ y2 [ sinc2 rr (1 - p) + sincz r (1 + p ) ]  P ( P d  = (1 + pl)3 

where R is the region defined by 

(u,v : u < v) forp<O 

(u,v: u > v) forp>O 
R =  

6. Choice of Estimator estimator p2 has the lowest variance. For this reason, p2 
was chosen as the proper estimator to use for frequency 

of the mean ~ ( ~ 1  
may be more easily corrected than an excessively high 

The variances of the three different estimators over 
the trpical range of E / N ,  (signal energy to noise spectral 
density ratio) are shown in Fig. 3. The means are plotted 

gives the best per- 
formance in terms of linear response to changes in p, the 

It was felt that 

in Fig. the Of normalized frequency 7A complete derivation is present& in Chad.~ck, H., Fve- 
P- It -Y be Seen that q u a y  Trucking in an MFSK Receiver, Apr. 1969 (JPL internal 

document). 
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Fig. 3. Variance of estimator vs signal- 
to-noise ratio (p = 0)  

I 1 

P 

Fig. 4. Mean value of estimator p vs actual value p 

AF 
w 

variance, which would require a high degree of filtering 
and a correspondingly lower response time to changes in 
the frequency error. Experimental results for the statistics 
of the estimator p ,  are also shown in Figs. 3 and 4. These 
results were obtained by using an MFSK simulation pro- 
gram on a digital computer, and obtaining the estimates 

d P )  

without closing the frequency tracking loop. The experi- 
mental results agree very closely to the predicted results. 

FILTER He) 

7. The Frequency Tracking loop 

With the estimator p 2 ,  which will henceforth be called 
p, it is now necessary to design the frequency tracking 
loop. The most general form of this loop is shown in 
Fig. Sa. The output of the estimator box, p, may be 
separated into two terms 

4 

where N ,  is a zero mean random variable with distribu- 
tion given by Eq. (7). N ,  may be treated as an additive 
noise term and the function g (p) = E ( p )  as a nonlinear 
operation on the time error p produced by the estimator. 
The resulting block diagram is Fig. 5b. By making one 
more substitution, F (s) = SH (s), the block diagram is 

Af * 

(af GENERAL CONFIGURATION 

d P )  

ESTIMATOR - FOURIER 
TRANSFORM INPUT 

FILTER H(s) 
LOCAL 

OSCILLATOR 

(b) EQUIVALENT LOOP 
N P  
I 

(c) EQUIVALENT PHASE-LOCK LOOP 
N P  

I 

Fig. 5. Frequency tracking loop 
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changed to Fig. 5c, and it may be seen that this is equiv- 
alent to the standard block diagram of a phase-lock loop, 
with nonlinearity g ( p )  replacing that of the phase detector. 

The curve of E ( p )  versus p was found to be approxi- 
mated closely by the function 

The closeness of this approximation for p L 0.3 may be 
seen from Fig. 6. Thus, the nonlinear function g ( p )  can 
be replaced by this cubic expression. The obvious dis- 
advantage of such a function is its zero slope through the 
origin. An ideal function would have a slope of one at the 
origin. However, the rapidly increasing slope of g ( p )  for 
p # 0 is a good quality for an error signal to possess. 

8. Tracking loop Filter Design 

The highly nonlinear nature of the function g (p )  makes 
design of the tracking loop filter difficult by traditional 
linear methods. The design criterion chosen was that the 
mean square frequency error E (Af), is less than 0.0004. 
This is dictated by the fact that, for the design parameters 
used in the experimental program (T = 10 s), p = 0.2 cor- 
responds to nf = 0.02. This value of p results in an average 
performance loss of about 1 dB. An rms error of 0.02 was 
thus felt to be acceptable. The input frequency error 
was assumed to be linearly increasing with a maximum 
slope of 0.0025 Hz/s. A design point of E / N o  = 12 dB 
was chosen because the probability of word error at 
this point is approximately 0.01, which was considered the 
lowest operating point of an MFSK system. 

P 

Fig. 6. Approximation to mean E Cp) a t  E/No = 12 dB 

With these design goals, a second-order loop was syn- 
thesized and its theoretical performance calculated by two 
different methods: (1) the use of a linear approximation to 
the nonlinearity g ( p )  with the standard linear phase-lock 
loop approximation; and (2) the technique due to Lindsey 
(Ref. 2) for nonlinear phase-lock loop analysis. The sub- 
stitution F (s) = SH (s) was performed to convert the loop 
to an equivalent phase-lock loop. 

Taking the linear phase-lock loop results in Viterbi 
(Ref. 3, p. 35) that 

and substituting N o  = u$T, where u5 is the variance of the 
estimator p/T at the design point 

E - = 12dB 
NO 

and A is the linearized gain of the estimate, gives the 
approximate result 

W L  = lo-' HZ I 

The linearized gain was formed by drawing a straight line 
through the g (p )  curve at the points p = k0.2. The slope 
of this line at E / N o  = 12 dB is 0.25. The filter was assumed 
to be of the form 

C ,  F(s) = - + C, 
S 

and choosing the damping factor to be 2% (typical to 
phase-lock loop practice) and the loop gain K to be 1 gives 
the solution 

6, = 3.6 X 

c, = 5.4 x 10-2 

The value of the variance of the frequency error, predicted 
by the linear approximation using these constants, is 

uif = 2.6 x 10-4 

With Lindsey's technique (Ref. 2), a more accurate 
prediction of the variance of the frequency error is pos- 
sible. A difficulty arises in applying the linearized solution 
he derives when the slope of the nonlinearity g ( p )  is zero 
at the origin, since his derivation assumes that g (p )  is nor- 
malized to have unit slope at the origin and that the gain 
is included in the constant A. This problem arises only 
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when applying the results in Lindsey’s paper which deal 
with a specific solution for a second-order phase-lock loop. 
The basic results of his paper, however, are independent 
of the form of g (p),  and it is presumably possible to derive 
a specilic solution for the special case g’ (0) = 0. This de- 
tail is not attempted here since the results appear to be 
sufficiently accurate without considering this problem. 
Since it is impossible to normalize the slope g‘ (0) to unity, 
there is some question as to what the value of A should be. 
It was decided to let A = 1 in this case (since physically 
there is no gain in the loop at this point) and to determine 
the predicted U& on this basis. Computation of uif re- 
quires the simultaneous solution of the two equations 

.=-[(7+-5] r + l  

and 

where 

p ( ~ f )  = C, exp [ - a / A t  g (x) dx] (14) 

and 

From the solution, p(Af) is found and its variance may 
then be computed. 

The solution was determined graphically as illustrated 
in Fig. 7. The intersection of the lines due to the two 
equations gives the solution point, which is, in this case 

Q = 5700 

at = 1.2 x 10-4 

The illustration also shows that 

= 3.7 x 10-4 

A second solution with A assumed to be 0.25 is also 
shown in Fig. 7 and gives the result 

ail = 4.4 x 10-4 

Since all results are on the same order as the desired 
range, it was decided to mechanize the loop, and to deter- 
mine its behavior experimentally. 

Fig. 7. Graphical solution to nonlinear 
frequency tracking loop 

9. Discrete Equivalent of the Tracking Loop 

The actual MFSK receiver updates its estimate of the 
frequency error only once every T seconds, requiring 
that the error remain small between these discrete sam- 
pling times. Three different discrete equivalent tracking 
loop filters were tested in a loop simulation program on 
the digital computer using a Monte Carlo technique. The 
three loops are shown in Fig. 8. The objective is to obtain 
an interpolated error function at a rate ten times faster 
than the calculation of the estimate. The resulting vari- 
ance of the error Af for the three different versions is 

Versiona: Af = 3.1 X 

Version b: Af = 2.9 X 

Version c: Af = 3.2 X 

From these data, it was concluded that version b offered 
the best solution, and this technique was implemented in 
the overall MFSK simulation program. 

10. Experimental Results 

The frequency tracking loop design described in Sub- 
section 9 has been included in the MFSK simulation pro- 
gram. In addition, an MFSK transmitter simulator has 
been designed and built for the purpose of removing from 
the central computer the functions of choosing and set- 
ting the transmitter frequency. Modifications were made 
to the program so that the central computer simulates 
only the receiver and is capable of operating in any one 
of the following modes: 

(1) Time and frequency sync fixed. 
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Fig. 8. Three versions of discrete equivalent to filter HIS) 

quency test resulted in the variance of the frequency error 
at E / N B  = 12 dB being 

a& = 0.0004 

The second test was made using a sinusoidally fre- 
quency-modulated input of peak modulation amplitude 
k0.05 Hz, and a modulation frequency of 0.008 Hz. The 
resulting measured performance loss was 2 dB for the 
equivalent probability of error (P,” = 0.01). It should be 
noted that this input modulation has a maximum slope 
of 0.00% Hz/s but is probably more severe than would 
be encountered under realistic operating conditions, in 
that it varies at a much higher frequency than would be 
expected for long-term drift. 

1 1 .  Conclusions 

The experimental results show that an MFSK receiver, 
using frequency as well as time synchronization tracking, 
may be implemented to perform at signal-to-noise ratios 
( E / N , )  at least as low as 14 dB. This article has outlined 
the design of a frequency tracking loop for a particular 
set of design parameters. The loop has been shown to per- 
form within specification in an operating MFSK receiver. 

Considerably more testing, on a system basis, is neces- 
sary to determine the characteristics of the system, as a 
whole, and to optimize the design parameters of the com- 
plete system. 

References 

1. Ferguson, M., “Communication at Low Data Rate: Spectral 
Analysis Receivers,” IEEE Trans. Commun. Technol., Vol. 

2. Lindsey, W., Nonlinear Analysis and Synthesis of Generalized 

Time sync fixed, frequency sync by tracking in the 
computer. 

COM-16, No. 5, act. 1968. 

Tracking Systems, Technical Report USCEE317. Department 
of Electrical Engineering, Electronics’ Sciences Laboratory, Uni- 
versity of Southern California, Los Angeles, Calif., Dec. 1968. 

Frequency sync 
computer. 

time sync by tracking in the 

3. Viterbi, A., Principles of Coherent Communications. McGraw- Time and sync tracking in the computer Hill Book CO., Inc,, New yo&, N.Y., 1966. 
(full operating mode). 

For the purpose of testing the frequency tracking loop, 
mode 2 was used. However, mode 4 has also been tested 
satisfactorily, showing that the complete MFSK system, 
with both time and frequency tracking, is feasible. Fur- 
ther testing is required, however, to determine the com- 
plete operating characteristics of the system under various 
possible conditions. 

Experimental runs were made both with a fixed input 
frequency and with a varying frequency. The fixed fre- 

B. Interference-to-Signal Ratios in a 
Frequency-Multiplexed PM Communication 
System, M. A. Koerner 

1 .  Introduction 

In some communication systems, it is often necessary 
to transmit several channels of data through the same 
radio communication link. Frequency-multiplexed, phase- 
modulation (PM) communication systems are often used 
for this task. Each data signal is phase-modulated or 
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frequency-modulated on a sinusoidal subcarrier signal 
and the sum of these subcarrier signals phase-modulates 
an RF carrier. A phase-locked-loop receiver is used to 
track the carrier component of the signal received from 
the transmitter and coherently demodulate the subcarrier 
signals. Figure 9 is a simplified block diagram of such 
a system. 

N 

Fig. 9. Frequency-multiplexed PM communication 
system block diagram 

Figure 9 also introduces some of the notation used in 
this analysis. 0 (t) is the phase modulation carried by the 
RF signal. P is the received signal power, f c  = (27r)-lwC 
and (pC are the frequency and phase of the RF carrier, 
and w ( t )  represents the receiving system noise, a white 
gaussian process with one-sided power spectral density a. 
n (t)  is the noise component of the receiver output. n (t) 
will have one-sided power spectral density @ over the 
frequency band occupied by P% sin [ 0 (t) + A]. A is the 
receiver phase error. This analysis assumes that the time- 
varying component of the receiver phase error can be 
neglected. 

As a result of both the net nonlinearity in this 
modulation/demodulation and the receiver phase error, 
P% sin [ 0 (t)  + A] is recovered instead of 6 (t). Hence, 
numerous intermodulation products between the com- 
ponents of e ( t )  will appear at the receiver output. Pro- 
vided efficient use of the available RF’ bandwidth is not 
a constraint, the subcarrier frequencies can be chosen to 
achieve any given interference-to-signal ratio in each sub- 
carrier channel. In instances where the option of selecting 
subcarrier frequencies to achieve acceptable interference- 
to-signal ratios is not available, the requirement to achieve 
a given interference-to-signal ratio in each channel may 

be an important limitation on the eficiency of this type of 
communication system. 

This analysis determines the efficiency and the 
interference-to-signal ratios which will be obtained in a 
frequency-multiplexed PA4 communication system carry- 
ing N subcarriers. The analysis assumes that the fre- 
quency spacing between adjacent subcarriers is f o  = 
(27r)-l~0~ and that the first subcarrier has frequency fo .  
Hence, the subcarrier frequencies are f o ,  2f0, 3f,, . . , N f o  
and 

iv 
e (t)  = z 2’haE COS [loot + + o1 (t)i (1) 

1 x 1  

is the rms phase deviation of the carrier produced by 
the Zth subcarrier, + E  is the initial phase of the lth sub- 
carrier, and 01 ( t )  is the phase modulation carried by the 
Zth subcarrier. This analysis assumes that +1, * . * ,+N, 

and are a set of statistically independent random vari- 
ables uniformly distributed on ( -T, T).  

Since the subcarrier frequencies are harmonically re- 
lated, the frequencies of the intermodulation products 
will be equal to a subcarrier frequency or will fall outside 
the frequency band of interest. While the frequencies of 
a subcarrier and one or more intermodulation products 
may be the same, the subcarrier signal will carry only the 
phase modulation for that channel while each interfering 
intermodulation product will carry phase modulation from 
at least one other subcarrier channel. This analysis deter- 
mines the fraction of the received signal power that is in 
each subcarrier signal and that which is in all the inter- 
modulation products having the same frequency as the 
subcarrier signal. Having determined these parameters, 
an interference-to-signal ratio can be computed for each 
channel. 

2. Subcarrier Signal Power 

From Fig. 9, the receiver output is 

e (t) = P s  sin [ e  (t) 4- A] + n (t) (2)  

where 6’ (t) is specified by Eq. (1). From analysis reported 
in SPS 37-39, Vol. IV, pp. 182-192, it can be easily shown 
that 
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Noting that terms for which nk = rtl, nz = 0, 2 # k, k = 1 , 2 ,  - 
the receiver output the subcarrier signal in the kth channel will be 

. , N reproduce the original subcarrier signals, at 

Therefore, the ratio of Psk, the subcarrier signal power in 
the kth channel, to P is 

3. Interference-to-Signal Ratios 

This analysis assumes that the effect of the spectral 
spreading produced by . * , BN (t) on the interfer- 
ence power in a channel can be neglected. Under this 
assumption, a term in the summation in Eq. (3) will inter- 
fer with the kth subcarrier channel only if 

(t), 

N 

Inz = r t k  
1 = 1  

With the exception of the two signal terms, for which 
nk = kl and nz = 0 for all 1 + k, the interference signal 
in the kth channel will be the sum of those terms of the 
summation in Eq. (3) meeting the constaint of Eq. (6). 
Clearly, every term which satisfies Eq. (6) and for which 

(7) 

contributes to the interference in the kth channel. The 
only terms which satisfy Eq. (6) and do not satisfy Eq. (7) 
are the two signal terms. Hence, the interference signal in 
the kth channel is 

The objective of Subsections 4 and 5 is to determine Pik, the total interference power in the kth channel. Having 
determined P,, in the preceding subsection, the interference-to-signal Pik/Ps ,  in the kth channel can then be computed. 

4. Interference Power-Series Solution 

The interference power at the receiver output in the kth subcarrier channel is 

or, using Eq. (8), 
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In Eq. (lo), for every (ml, m,, . . . , mx) which satisfies the constraints on the summation, ( -ml, -m2, . 
will also satisfy the constraints. Hence, the set of values assumed by the set (n, - m,, n, - m,, * 
same as the set of values assumed by (n, + m,, n, + m,, 

. , - m ~ )  
, nN - mN) is the 

,nN + mN). Thus, 

1 N N 

X lim (2T)-iI;cos [ 5 Z(nz - mz) w o t  + Z (nt - mz) +Z + I: ( n ~  - mz)Bz (t) dt  
T - t m  z = 1  z = 1  z = 1  

Since +1, . . . , +N are a set of statistically independent random variables which are uniformly distributed over ( -T, T ) ,  

l f k  

While it is theoretically possible to evaluate Pik/P to any desired accuracy using Eq. (12), this method is rather 
cumbersome. In the following subsection, a simplified expression is derived for Pik/P. 

5. Interference Power-Integral Solution 

is independent of dl  (t), . * , 
k = l , 2 ,  * * .  , N .  In this case, 

Although Eq. (12) would be a numerically inefficient method of evaluating Pik/P, Subsection 4 shows that Pck/P 
(t) = 0, (t). Hence, for the purpose of computing Pi,/P it may be assumed that 

When 6' (t) has the form specified in Eq. (13), the autocorrelation function of Pssin [ e  ( t )  + A] is 

T1 
= h (2T)-ILT -;~-Pcos [ e  ( t  + T) - S(t)] dt - lim (2T)-l [ B  ( t  + T )  + 6 ( t )  + 2A] dt 

T + m  T - m  

Using Eq. (13), 

(15) 
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and 

T N  
lim (2T)-l[; exp {i [e ( t  + .) - e ( t ) ]}  dt = lim (2T)-'/  

1 = 1  
T-+% T - t W  -T 

(17) 
and 

lim (2T)-'L: exp { i  [ e  (t + T) + 6 ( t ) ]}  dt  = lim (2T)-l 
T - t m  T - t m  

Taking the expectation with respect to (pl, . . . , +N of both sides of Eqs. (17) and (IS), 

and 

Hence, using Eqs. (19) and (20) in Eq. (14), 

R P n  s i n  [ e ( t ) + A ]  (T) = - p  { fi lo [ 2% a~ sin (loo $)] - cos (2A) fj J o  [ 2% (YZ cos ( loo i)] 
1 = 1  2 = 1  

2 

Expanding RPM s i n  lp ( t )  + A ]  ( T )  in a Fourier series, 

m 
N N 1 

- 2' {n J o  [ 2% cy2 sin (Lo *) ] - cos (2A) 2 lo [ 2% * Y ~  cos ( loo 6) ] } = 2 2'1, COS (kw, T) 
k = O  2=1  2 = 1  

where 

Hence, Pk: is the total power-signal plus interference-in the kth channel. Simplifying Eq. (B), 
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Then, 

6. Numerical Results 

The numerical results presented in this article assume 
that each of the N subcarriers produces the same rms 
phase deviation of the carrier. Thus, 

where e,,, is the total rms phase deviation of the carrier 
produced by the N subcarriers. In this case, 

is the same for all channels. The interference power, how- 
ever, varies from channel to channel, with less interference 
power in the higher channels than in the lower channels. 
Using Eq. (26) in Eq. (24), 

Figures loa through 1Oi show the interference-to-signal 
ratio which can be expected as a function of Psk/P for a 
frequency-multiplexed, PM communication system which 
uses the subcarrier frequencies assumed for this analy- 
sis. Data is presented for systems having two to ten 
channels. For systems having two, three, or four chan- 
nels, 10 log,, (Pik/Pak) is presented as a function of 
10 log,, (Psk/P) for each channel. For systems having five 
to ten channels, this data is presented only for the lowest 
(k = 1) and highest (k = N )  channels. The curves pre- 
sented in these figures were produced by computing 
10 log,, (Pi,/P8k) and 10 loglo (P,,/P) as a function of e,,, 
and plotting the results parametrically. 

Figure 11 shows an example of the degradation which 
may be expected when A, the receiver phase error, is not 
zero. For a system having five channels ( N  = S), @e 
interference-to-signal ratio in the lowest channel (k = 1) 
is plotted as a function of 10 loglo (P8JP) for phase errors 
of 0, 10,20, and 30 deg. 

7. Conclusion 

The graphs presented in Figs. 10a through 1Oi indi- 
cate that the interference-to-signal ratios which can be 
obtained for reasonable values of 10 logl,(P,,/P) in a 
frequency-multiplexed, PM communication system using 
the subcarrier frequencies specified in this article may be 
acceptable for some applications. For example, Fig. 1Oi 
shows that at least a -20.0 dB interference-to-signal ratio 
can be obtained in each channel of a ten-channel system 
while obtaining about 25% of the received signal power 

0 

n 
0 

- F 
0 

-50 
-25 -1 

Fig. 1 1. 10 log,, (Pik/Pskl as a function of 10 log,, (Ps,/Pl 
for N = 5 and k = 1 with A as the curve parameter 

in the subcarrier signals. The curves in Figs. 10a to 1Oi  
also indicate that reducing the interference-to-signal ratio 
significantly below -20.0 dB will require operating the 
multiplexing system at a substantially lower efficiency. 

C. Interference-to-Signal Ratios in a PM 
Single-Sideband Transmitter, M. A. Koerner 

1. Introduction 

I t  is often necessary to simultaneously transmit several 
channels of data through a communication system. In 

60 JPL SPACE PROGRAMS SUMMARY 37-57, VOL. 111 



situations where the RF bandwidth must be used as effi- 
ciently as possible, the use of double-sideband transmis- 
sion, such as that discussed in the preceding article, is not 
acceptable. Furthermore, in communication systems in 
which RF bandwidth must be used as efficiently as pos- 
sible, it is usually not feasible to obtain the 1% frequency 
separation between adjacent channels which is required 
for conventional multiplexing circuitry. 

One system which might be used under these circum- 
stances is shown in Fig. 12. Figure 12 also introduces 
much of the notation which is used in this analysis. 
A signal, 

phase-modulates a RF carrier which has frequency fc = 
( ~ T ) - ~ u ~  and initial phase &. The frequencies of these 
modulating signals are chosen so that the frequency spac- 
ing between adjacent channels is f o  = (2~)-’ o0 and the 
first signal has frequency fo. 011 is the rms phase devia- 
tion of the carrier produced by the Zth modulating signal. 
+z is the initial phase of the Zth modulating signal. (t) 
is the net phase modulation carried by the Zth modulat- 
ing signal. This analysis assumes that the initial phases 

. . . , + N ,  and +c are a set of statistically independent 
random variables uniformly distributed over ( -T, T ) .  The 
resulting phase-modulated carrier is amplified. P is the 
total power in the phase-modulated sine wave at the am- 
plifier output. A filter with the amplitude response shown 
is Fig. 13 removes the carrier component and lower side- 
band of e ( t )  as well as any intermodulation products 
which fall outside the band [fc + U f o ,  fc  + ( N  + U )  f o l  
which is used by the N RF channels. 

The system shown in Fig. 12 is very similar to a con- 
ventional single-sideband transmitter. The principal dif- 
ferences between a single-sideband transmitter and the 
system shown in Fig. 12 are that (1) phase modulation 
is used instead of amplitude modulation, and (2) the filter 
which removes the out-of-band components of e (t) is 
placed after the power amplifier instead of between the 
modulator and the power amplifier. The advantage of 
this mechanization is that the signal to be amplified is a 
single, phase-modulated sine wave. Such a signal can be 
amplified in a nonlinear amplifier without further distor- 
tion beyond that which is inherent in the phase mod- 
ulator. Hence, the iqterference-to-signal ratio and the 
fraction of the amplifier power output in each RF chan- 
nel will be independent of the power-amplifier transfer 
characteristics. Furthermore, for a given raw power input, 

FILTER 
PHASE POWER 

MODULATOR AMPLIFIER 
- 

C N sk(t) + C “ 1  ikM 
k = l  k =  1 

Fig. 12. PM single-sideband transmitter block diagram 

Fig. 13. Output filter amplitude response 

the total signal power that can be delivered by a power 
amplifier such as a traveling-wave tube is substantially 
greater (6 to 12 dB depending on the crest factor of the 
input signal) for an amplifier operating near saturation 
than for an amplifier which must have a linear transfer 
function. The principal disadvantage of this mechaniza- 
tion is the loss of over 50% of the amplifier power output 
in the filter which removes the carrier component and 
lower sideband of e (t). 

This analysis determines the efficiency and the 
interference-to-signal ratios which will be obtained in 
the N RF channels of the phase-modulation (PM) single- 
sideband transmitter shown in Fig. 12. The analysis 
assumes that the frequency spacing between adjacent 
channels is f o  and that the first channel is f o  Hz above the 
carrier frequency. Hence, the frequencies of the N RF 
channels are f c  + fo, fe + 2f0, . . . , f c  + Nf,. It should be 
noted that this article assumes the upper sideband is used; 
the interference-to-signal ratios and the fraction of the 
amplifier power output in the signal in each RF channel 
would be the same if the lower sideband was used. 

Since the frequencies of the modulating signals are 
harmonically related, the frequency of an intermodula- 
tion product at the transmitter output will either be equal 
to the signal frequency for one of the RF channels or will 
fall outside the frequency band of interest. While the fre- 
quency of the signal in a channel will be the same as that 
of the intermodulation products in the channel, the signal 

JPL SPACE PROGRAMS SUMMARY 37-57, VOL. 111 61 



will carry only the phase modulation for that channel 2. Subcarrier Signal Power 

From Fig. 12, the power amplifier output is while each interfering intermodulation product will carry 
phase modulation from at least one other channel. This 
analysis determines the fraction of the amplifier power 

is in all the intermodulation products having the same 
frequency as this signal. Having determined these param- 
eters, interference-to-signal ratios can be computed for 
each RF channel. that 

output in the signal in each RF  channel and that which e ( t )  = (2P)% sin [ a c t  + rp, + e ( t ) ]  (2) 

where 0 ( t )  is specified in Eq. (1). From analysis reported 
in SPS 37-39, Vol. IV, pp. 182-192, it can be easily shown 

m N N N 
e ( t ) =  nl=-m z ;. . ,  7&N=-W 2 ( 2 ~ ) ~ ~ ~ ~ , , ( 2 ~ , 1 ) s i n [ ( O , +  1 =1 1 = 1  z lnloo)t+rpc+ 1 z =1 nlrpl+ 1 I: =1 n l ~ l ( t ) ]  (3) 

The terms for which nk = 1, nl = 0, I # k, k = 1,2, . * 

quency by f c .  The signal in the kth channel will be 
, N reproduce the original modulating signals shifted up in fre- 

Therefore, the ratio of Psk, the signal power in the kth channel, to P is 

D N 

L 1 =1 
l # k  

3. Interference-to-Signal Ratios 

This analysis assumes that the effect of the spectral spreading produced by 0, (t) ,  . * , ON ( t )  on the interference 
power in a channel can be neglected. Under this assumption, a term in the summation in Eq. (3) will interfere with 
the kth RF channel only if 

N 
h l = k  

1 = 1  

With the exception of the signal term, for which nk = 1, 121 = 0, I # k, the interference signal in the kth RF  channel 
will be the sum of those terms of the summation in Eq. (3) meeting the constraint of Eq. (6). Clearly, every term which 
satisfies Eq. (6) and for which 

contributes to the interference in the kth channel. The only term which satisfies Eq. (6) and does not satisfy Eq. (7) is 
the signal term. Hence, the inteference signal in the kth RF channel is 

The objective of Subsections 4 and 5 is to determine Pi,, the total interference power in the kth channel. Having 
determined Psk in the preceding subsection, the interference-to-signal ratio Pck/Psk in the kth channel can then be 
computed. 
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4. interference Power-Series Solution 

The interference power at the power amplifier output in the kth RF channel is 

or using Eq. (7)) 

While this analysis assumes that the frequencies of the N sine waves in the modulation 0 (t) are harmonically related, 
it aiso assumes that (pl, (p2, . . are statistically independent and uniformly distributed on ( -T, T). Hence, 
the fraction of the amplifier power output in the kth channel interference is 

, +, and 

While it is theoretically possible to evaluate Pi , /P  to any desired accuracy using Eq. (11)) this method is rather 
cumbersome. In the following subsection, a simplified expression is derived for Pik/P. 

5. Interference Power-Integral Solution 

Although Eq. (11) would be a numerically inefficient method for evaluating Pik/P,  Subsect ion 4 shows that Pik /P 
, N .  Hence, for the purposes of computing Pik /P it may be assumed that e k  (t) = 0, is independent of 01, (t), k = 1, 

k = 1,2, . * * , N .  In this case, 
. 

is a periodic waveform. 

When 6 ( t )  has the form specified in Eq. (12)) the autocorrelation function of the power amplifier output is, using 
Eq. (21, 

exp (iw, T) lim (2T)-l exp ( i  [ e  (t + T) - 6' ( t ) ] }  d t )  
T+ m 

(13) 
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However, from Eq. (12), 

e (t + .) - e (t) = 

Hence, 

f T  
N 

lim (2T)-lJ - exp { i  [ e  (t + T) - 6 ( t ) ] }  dt = lim (2T)-l \T n: exp [ - i2%0l~ sin (loo 6) sin ( loo t  + loo 
z=1 T - t m  -T T - i m  -T 

or, taking the expectation of both sides with respect to (bl, . * ,+N, 

Hence, using Eq. (16) in Eq. (13), 

Expanding 

in a Fourier series, 

and 
N 

z = 1  

m 
= 2 Pr, cos [ (oc + b o )  t]  

k=-m 

where 
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Hence, P k  is the total power-signal plus interference-in the kth channel. Simplifying Eq. (20), 

Then 

6. Numerical Results 

The numerical results presented in this articIe assume 
that each of the N sinusoidal modulating signals produces 
the same rms phase deviation of the carrier. Thus, 

where Or,, is the total nns phase deviation of the carrier 
produced by the N modulating signals. In this case, 

p k  '8% - 
P P P  

is the same for all channels. The interference power, how- 
ever, varies from channel to channel, with less inter- 
ference in the higher channels than the lower channels. 
Using Eq. (23) in Eq. (21), 

.[ 2 ($)'arms sin (31 cos (ke) de 

(25) 

Figures 14a through 14i show the interference-to-signal 
ratio which can be expected as a function of P,,/P for a 
frequency-multiplexed PM communication system which 
uses the modulating signal frequencies assumed for this 
analysis. Data is presented for systems having two to 
ten channels. For systems having two to six channel, 
10 log,, (Pik/PSk) is plotted as a function of lOlog,, (PSk/P) 
for each channel. For systems having seven to ten chan- 
nels, this data is presented only for the lowest (k = 1) and 
highest (k = N )  channels. The curves presented in these 
figures were produced by computing 10 loglo ( Pik/Psk) 
and log lo,, (P,,/P) as a function of e,,, and plotting the 
results parametrically. 

7. Conclusion 

The graphs presented in Figs. 14a through 14i indi- 
cate that in a PM single-sideband transmitter, using the 
modulating signal frequencies specified in this article, the 
interference-to-signal ratios which can be obtained for 
values of 10 log,, (P,,/P) which are greater than - 1.0 
below its maximum will be greater than -10.0 db, and 
hence will probably be unacceptable for most applica- 
tions. In a subsequent article, we shall show that this 
difficulty can be overcome if the frequencies of the modu- 
lating signals are substantially greater than their fre- 
quency spacing. 
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IX. Spacecraft Power 
GUIDANCE AND CONTROL DlVlSlON 

A. Electric Propulsion Power Conditioning, 

1. Objective 

E .  N. Cosfogue 

The electric propulsion power conditioning activities 
are directed to accomplish two tasks. The first task, 
SEPST IIY1 has been operational since March 1969 and 
involves the evaluation testing of a power conditioner 
supply with two oxide cathode, ion engines. A switching 
module is utilized to switch power to other engines by 
command. The second task, SEPST 111, is to be opera- 
tional by late 1969. This task will involve the design, 
fabrication, and evaluation testing of the complete power 
conditioning subsystem of the electric propulsion system. 
The power conditioning subsystem will consist of: (1) one 
breadboard and two experimental power conditioning 
units of improved designs with an expected average 
efficiency of 91-93% and specific weight of 8.6 lb/kW 
at the operating power level, (2) a switching unit that 
will be utilized to switch power conditioning units to 
available ion engines, (3) a maximum power-point mon- 
itor to detect the maximum power point of the solar 
panel source and determine the power margins available 
to the subsystem, and (4) a solar array simulator to sim- 
ulate the solar panel output of 15 kW and the voltage- 
current characteristics for 1 to 5 AU. Items (1) and (4) 
will be developed under contracts. Items (2) and (3) will 
be designed and fabricated in-house. 

'SEPST = solar electric propulsion system test. 

2. SEPST I1 

The SEPST I1 power conditioner, a modified unit 
built in 1966 for JPL and later used on the SERT I1 
program,2 was delivered by the contractor in December 
1968. From December until March, integration tests with 
the ion thruster were conducted and minor modifications 
had to be introduced to improve the performance of the 
conditioner and to match its characteristics to the engine 
demands. The modifications introduced were in the fol- 
lowing areas (see Ref. 1 for details): 

(I) Overload circuits: The response and tripping levels 
of the high-voltage supplies were adjusted to what 
was considered tolerable limits for the engine 
operation and power conditioner protection. 

(2) Thruster closed-loop operational amplifiers: The 
characteristics of the arc-cathode control-loop 
operational amplifier were adjusted to the desir- 
able thruster operational levels. The stability of 
the loop was improved and gain was reduced to 
an acceptable level to achieve satisfactory opera- 
tion over the total range of thrust. 

(3) Soft recovery from arcing: The recovery after a 
temporary shutdown of the thruster to interrupt 
a sustained arc was improved by reducing the 
magnet output current to a minimum value of 
75 mA for 1.5 s and then ramping the current to 

'SERT = space electric rocket test. 
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its full value. This modification produced a desir- 
able way to restart the operation of the thrusters. 

The switching unit was designed in-house and was 
delivered on schedule. Some filtering was introduced in 
the input lines of the unit to eliminate the interference 
of system-generated noise. The switching unit continues 
to perform satisfactorily in all the tests conducted with 
the power conditioner and ground power supplies. 

The SEPST I1 program has completed a 300-h pre- 
endurance test. Throughout the test, the power condi- 
tioner performance was considered satisfactory, although 
a number of weak areas in the logic were uncovered. 
Modifications to the logic and additional circuitry to 
improve the soft recovery characteristics of the power 
conditioner after arcing have been introduced. The 
power conditioner is being prepared for the endurance 
test. 

3. SEPST 111 

In the SEPST I11 program, the functional specification 
for the power conditioning subsystem has been issued. 

The activities at Hughes Aircraft Co., the contractor 
to design, develop, fabricate, and test the power condi- 
tioner units, are progressing satisfactorily. Delivery of 
the breadboard unit is expected by the end of May. The 
final design review will be held during the third week 
in June to review the released documents and test results 
of the unit. A problem in meeting the design goal effi- 
ciency of 93% is attributed to poor switching charac- 
teristics of the power transistors. Transistors with 
improved characteristics are being evaluated for possible 
substitution. 

Reference 

1. Macie, T., et al., “Solar Electric Propulsion System Evaluation,” 
Paper 69498, presented at the AIAA 5th Propulsion Joint Spe- 
cialist Conference, June 9-13, 1969. 

8. Required Gamma Ray Shielding for Science 
Instruments on Radioisotope-Powered 
Spacecraft, M. A. Dore 

1. Introduction 

The overall objective of the nuclear definition studies 
is to both analytically and experimentally investigate 
the problems of integrating a radioisotope thermoelec- 

tric generator (RTG) as a source of power to radiation- 
sensitive spacecraft subsystems. One task presently being 
undertaken is the analytical determination of required 
gamma ray shielding for various radiation detectors of 
the type included in the science experiment package. 
This is done for three possible spacecraft designs being 
considered by the thermoelectric outer planet spacecraft 
(TOPS) project. 

Previous work within the Nuclear Power Sources 
Group at JPL, using the ANISN and QAD-B computer 
codes, has led to time-dependent 20-group spectra and 
complete three-dimensional maps of the gamma radiation 
field for several variations of the basic RTG PuO, fuel 
capsule design anticipated for use with the TOPS space- 
craft. Tentative values have been set for (1) the allowable 
spurious count rate for each of the detectors considered, 
(2) the separation distance and relative orientation of 
RTGs to science in each spacecraft configuration con- 
sidered, (3) the sensitive area for each instrument, and 
(4) the shield areas needed to effectively shadow the 
sensitive area of each detector. These values are tenta- 
tive pending a final, detailed spacecraft design, at which 
time this analysis will be repeated if necessary. 

This information, along with attenuation coefficients 
for tungsten shields, serves as input data to a special- 
purpose computer program which generates the required 
shield thicknesses and weights. Flat, rectangular tungsten 
shadow shields located near the sensitive instruments are 
assumed in all cases, and a single shield for the RTGs 
themselves is considered for one of the configurations. 

2. Spacecraft Geometry 

Three possible configurations for the TOPS spacecraft 
were considered for this study (Fig. 1). In configuration 
12C, three RTGs are stacked in tandem, and lie directly 
opposite the science boom. In this way, self-shielding 
by the plutonium in the RTGs themselves is maximized. 
In configuration 9B, the three RTGs form a semicircle 
with the science boom opposite the center one. The 
relative orientation of RTGs to science here leads to 
considerably higher fluxes, since self -shielding is not 
fully utilized nor is the exposed area of the RTG seen 
by the science package minimized. Configuration 10 
assumes only two RTGs, which lie very close to the 
science package in a highly unfavorable orientation as 
far as radiation flux is concerned. Note, also, that only 
configuration 12C offers a small enough solid angle to 
the science package to consider shielding the RTGs 

68 JPL SPACE PROGRAMS SUMMARY 37-57, VOL. 111 



RTGr 

NOT TO SAME SCALE 

Fig. 1. TOPS configurations 
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themselves. The most significant geometrical parameters 
are : 

12c 
9B 

10 

Number Power/RTG, Separation distance, cm 
uration 1 of RTGs 1 W(th) 

I 

3 3150 449 
3 3150 508 (center) 421 (ends) 
2 4725 140 

LEPEDEA experiment3 

Ultraviolet photometer 

Trapped radiation detector 

Cosmic ray telescope 

In an actual RTG, the fuel capsule is surrounded by 
the generator, which is made up of high-density ther- 
moelectric materials. Attenuation due to this generator 
has not been considered here, since little reliable infor- 
mation exists on what the actual generator will consist 
of, or of its detailed geometry. This leads to a worst- 
case situation, assuming no shielding whatsoever from 
the generator. Similarly, attenuation provided by the 
electronics bus is also not considered. After adoption of 
a definite spacecraft design, both of these factors will be 
included in a final analysis. 

1 channeltron and 1 G-M 
tube 

1 channeltron and 16-M 
tube 

3 G-M tubes and 1 solid- 
state detector (31 pm) 

1 solid-state detector 
(200 rm> 

3. Detectors 

Four detectors of the general type flown on Mariner 
missions were considered as the critical instruments. 
They are the Geiger-Muller (G-M) tube EON-6213, the 
Channeltron electron multiplier CEM-4010, and two 
surface barrier solid-state detectors, one 31 pm thick, the 
other 200 pm thick. In all of these, the sensitive area 
was assumed to be the aperture area plus a %o-in.-wide 
band around the aperture in which gamma-induced 
electrons could be formed and still manage to reach 
sensitive portions of the detector (Fig. 2). The detectors 
are assumed oriented perpendicular to the incident ra- 
diation, and, therefore, represent worst-case situations. 

These four detectors were then assumed to be as- 
sembled into four science-experiment packages as follows: 

70 

G-M TUBE EON-6213 

b- 0.50 - -  

b-0.30-4 

\ i 

SOLID-STATE DETECTOR (31 pm) 

0.337 4 
0.137 

r---: T 

SOLID-STATE DETECTOR (200 pm) 

b-1.145- 

b 0 . 9 4 5 -  

r - - - - - - -  

ALL DlMENSlONS IN INCHES 

"WINDOW" BOUNDARY 

---- BOUNDARY + 1/10 in. 

Fig. 2. Assumed sensitive areas of detectors 
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Detector sensitivities were based upon work done at 
JPL. Note that the response of the channeltron is as- 
sumed identical to that of the G-M tube. This was 
chosen again as a worst case, since values in the litera- 
ture give anywhere from 10 to 50% of the G M  tube 
response for the channeltron. 

Parameter 

Sensitive area, cm’ 

Maximum allowable 
spurious rate, 
counts/s 

Flat shield area, cm 

4. Method 

The spectra due to the fuel capsule are in tabulated 
form for various combinations of radial distance and 
angular orientation. These are input into the program, 
which then interpolates to determine the spectra at the 
position occupied by the science package. Since this is 
an extended object, the point of highest gamma flux is 

LEPEDEA experiment* Ultraviolet photometer Trapped radiation detector Cosmic ray 

Solid-state 
detector 

(12 mmz X 31 pm) 

Channeltron G-M tube Channeltron G-M tube 
CEM-4010 EON-621 3 CEM-4010 

2.01 0.95 2.01 0.95 0.733 

0.1 0.3 0.1 0.3 0.001 

6.0 4.0 10.0 4.0 3.0 

chosen. This is done for several fuel ages and each 
spacecraft configuration. 

G-M tube 
EON-6213 

The tungsten shield attenuation coefficients used are 
taken as constant, there being no allowance made for 
downscatter in energy since the coefficients were calcu- 
lated for spectra which are very similar to those employed 
here and which already include downscatter effects. 
Also, neutron-induced gammas produced within the 
shields are not considered. Previous work with PuO, 
neutron and gamma spectra indicates that the contri- 
bution of neutron-induced gammas is several orders of 
magnitude lower than the primary gamma flux which 
penetrates the shield. 

Solid-state detector 
(5.7 cmz X 200 pm) 

Table 1 .  Results of experiment-detector analysis (all values are for 18-yr-old fuel) 

0.95 8.48 

Shield thickness, in. 

Configuration 9B 
Configuration 10 

Flat shield weight, g 

Configuration 9B 
Configuration 10 

Shield weight/experi- 
ment, g 
Configuration 12C 
Configuration 9B 
Configuration 10 

Total shield weight, 

Configuration 12C 

Configuration 12C 

gUb1 
Configuration 12C 
Configuration 96 
Configuration 10 

2.17 1.32 2.17 1.32 1.45 
2.77 1.92 2.77 1.92 2.31 
3.68 2.76 3.68 2.76 3.13 

562 228 936 228 188 
71 9 33 1 1198 331 299 
953 477 1589 477 406 

789 1164 529 142 

1050 1529 796 541 

1430 2066 1121 855 

2624 (5.79) 
3917 (8.64) 
5473(12.07) 

1 .o 

0.3 I 

341 
497 
71 6 

1.92 1.25 
2.76 

142 
54 1 
855 
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Table 2. Spurious counts/ cm2-s vs shield thickness for each 
detector (18-yr-old fuel) 

Solid-state detector 
(31 Pmt Shield thickness, in. 6-M tube EON-621 3 Channeltron CEM-4010 

Solid-state detector 
(200 Pm) 

0.00 
0.25 
0.50 
0.75 
1 .oo 
1.25 
1.50 
1.75 
2.00 
2.25 
2.50 
2.75 

12.48 
6.87 

2.20 
1.25 
0.71 9 

3.87 

0.414 
0.239 
0.1 39 

0.0473 
0.0278 

0.0808 

5.88 

1.82 
3.24 

1.04 
0.591 
0.339 
0.195 
0.1 13 
0.0654 

0.0223 
0.0131 

0.038 1 

0.03 10 
0.01 57 

0.00465 
0.00262 
0.001 50 

0.0005 1 
0.00030 

0.00010 
0.00006 

0.00843 

o.00087 

o.oooi a 

10.48 
0.251 
0.1 15 
0.0543 
0.0267 
0.01 35 
0.00701 
0.00373 
0.00202 

0.00063 
0.00036 

0.001 12 

780.2 
18.66 

4.04 
1.98 
1 .oo 
0.522 
0.277 
0.150 

0.0465 
0.0265 

8.53 

0.0830 

0.00 
0.25 
0.50 
0.75 
1 .oo 
1.25 
1.50 
1.75 
2.00 
2.25 
2.50 
2.75 

0.00 
0.25 
0.50 
0.75 
1 .oo 
1.25 
1.50 

2.00 
2.25 
2.50 
2.75 

1.75 

642.2 
86.62 
46.19 
25.26 
14.07 
7.94 
4.53 
2.61 
1.51 
0.881 
0.5 17 
0.305 

103.03 21 8.67 
13.90 29.49 
7.4 1 15.73 
4.05 0.60 
2.26 4.79 
1.27 2.70 
0.727 1.54 

0.242 0.51 42 
0.141 0.300 
0.0829 0.176 
0.0490 0.104 

0.41 a 0.8874 

2.30 
1.17 
0.627 
0.346 
0.195 
0.1 1 2  
0.0646 
0.0377 
0.0222 
0.0131 
0.0078 1 
0.00468 

1363. 
183.8 
98.03 
53.60 
29.85 

9.61 
5.53 
3.21 
1.87 
1.10 
0.648 

16.85 

65.31 
1.56 
0.714 
0.339 
0.166 

0.0437 
0.0232 
0.01 26 
0.00695 
0.00390 
0.00222 

0.0841 

4863. 
116.3 
53.16 
25.21 
12.37 
6.26 
3.25 
1.73 
0.937 
0.517 
0.290 
0.1 65 
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The spurious count rate for each sensor as a function 
of shield thickness is then determined on the basis of the 
following relation : 

where 

C is the total spurious count rate, counts/s 

A is the sensitive area of the detector, cm2 

S is the spectrum at the science package, photons/ 

T is the relative sensitivity, counts/photon 

.$ is the relative attenuation of the shield, photons 

i (= 1 to 20) indexes the energy groups 

cm2-s 

out/photon in 

The maximum allowable counts for each of the 
experiment-detector combinations is then used to in- 
terpolate for the corresponding shield thickness. Shield 
weights for the flat, rectangular shadow shields are then 
determined on the basis of these thicknesses and assumed 
shield areas. 

5. Results 

As expected, the results confirm that shielding re- 
quirements go up as one progresses from configuration 
12C to 9B to 10, although there is only a factor of two 
spread between the 6 lb required at 18 yr by 12C and 
the 12 lb needed for configuration 10, assuming of course 
that flat, rectangular shields are used, and that scatter- 
ing from support struts, etc., is negligible, allowing the 
modest shield areas listed in Table 1. 

Table 2 tabulates spurious counts/cm2-s versus shield 
thickness for each detector, assuming 18-yr-old fuel. 
Values for the anticipated “end of life” 12-yr-old fuel are 
about 5% less than for the 18-yr case, the time in which 
the flux due to daughter nuclides reaches a maximum. 
The results of the analysis are tabulated in Table 1 in 
which the allowable spurious count rates, minimum 
shield thicknesses, and weights are given. These values 
are for flat, rectangular shields, and can undoubtedly be 
reduced still further by careful shield design. Many of 
these values have changed a number of times as this 
study has progressed, and will probably continue to do 
so as better data becomes available. However, they 
do represent the best available estimates, and really 
substantial changes are not foreseen. 

Table 3. Results for 2.17-in.-thick single shield 
for RTGs in configuration 12C at 18 yr 

Diameter, cm 

10 
1 1  
12 
13 
14 
15 
16 
17 

19 
20 

18 

Shield weight, Ib 

16.21 
19.61 
23.54 
27.39 
3 1.77 
36.47 
41.50 

54.54 
46.85 

58.52 
64.84 

Table 3 summarizes the results for a single cylindrical 
shield for the RTGs themselves in the case of config- 
uration 12C. A minimum diameter of 10 cm is required 
to shield the fuel capsule, but larger diameters may 
prove necessary if scattering from the generator materials 
surrounding the capsule is significant. A minimum of 
16 lb is required, assuming the 2.17-in. thickness needed 
to protect the channeltrons. The solid angle covered by 
the RTGs as seen from the science package in the other 
configurations is considerably greater and the weights 
that would be required to shield the RTGs in these con- 
figurations would almost certainly be prohibitive. 

C. Nuclear Power Systems Definition Studies, 
P. J.  Gingo 

1. Introduction 

With the increased interest given to the possible use 
of plutonium dioxide radioisotope thermoelectric gen- 
erators (RTG) as sources of electrical power in the NASA 
space science missions, it has become necessary to iden- 
tify the nuclear radiations produced by an RTG and the 
effects produced in space science experiments which are 
placed in the environment of the RTG. 

2. Radiation Flux 

The neutron and gamma source intensities utilized in 
this analysis are presented in Tables 4 and 5 and are 
based on the production grade plutonium dioxide with 
the isotope composition given in Table 6. The intensity 
of the gamma source varies with time and is predomi- 
nately due to the buildup of the daughter nuclide thal- 
lium (208). For purposes of this analysis, the radioisotope 
fuel was assumed to be 1000 days old. 
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Table 4. Neutron source intensities (nominal plutonium 
after aging for 1000 

Gumma energy interval 

6.0-7.0 MeV 
5.0-6.0 MeV 
4.0-5.0 MeV 
3.0-4.0 MeV 
2.0-3 .O MeV 
1 .a-2.0 MeV 
1.6-1 .a MeV 
1.4-1.6 MeV 
1.2-1.4 MeV 
1 .O-1.2 MeV 
0.9-1 .O MeV 
0.8-0.9 MeV 
0.7-0.8 MeV 
0.6-0.7 MeV 
0.5-0.6 MeV 
0.4-0.5 MeV 
0.3-0.4 MeV 
0.2-0.3 MeV 

0.044-0.2 MeV 
0.001-0.044 MeV 

Kapsule power = 4100W(th ) .  

Neutron energy interval 

8.55- 10.00 MeV 
6.66-8.55 MeV 
5.1 8-6.66 MeV 
4.46-5.18 MeV 
4.04-4.46 MeV 
3.1 4- 4.04 MeV 
4.25-3.14 MeV 
1.91- 2.45 MeV 
1.49- 1.91 MeV 
1.16- 1.49 MeV 

0.900- 1.16 MeV 
0.702-0.900 MeV 
0.546-0.702 MeV 
0.33 1-0.546 MeV 
0.201-0.331 MeV 
0.1 22-0.201 MeV 

44.9 keV-0.122 MeV 
17.0-44.9 keV 

555 eV- 17.0 keV 
30-555 eV 

3-30 eV 
0.10-3 eV 

0.025-0.1 eV 

aCapsule power = 41 00 W [th) .  

Gumma source strength, 
photons/s Cg PuOd 

17.84 
71.07 
2.126 X 10' 
7.015 X lo2 
2.464 X lo5 
3.203 X lo4 
3.233 X lo4 
3.416 X 10' 
3.111 X lo' 
2.925 X lo4 
1.162 X lo3 
5.704 X lo6 

1.702 X lo3 
3.264 X lo' 
7.625 X lo3 
6.619 X lo4 
6.161 X lo5 
1.723 X 10' 

9.608 x 10' 

7.198 x io8 

Neutron source strength, 
neutronsls (g PuOzl 

2.803 x io2 
6.4832 x io2 

1.20681 x 10' 
1.118363 x io3 

2.224 X lo3 
1.19563 X lo' 
1.12864 x io4 

6.0 x io3 
2.886 x io3 

8.988 x io2 
4.9887 x io2 
2.8587 x io2 

1.6647 X lo3 

2.542 X 10' 
80.73 

24.468 
24.63 
6.09 
3.60 

0.1 24 
0.0 
0.0 
0.0 

Isotope 

bEffective fuel density = 3.05 g/cm3. This i s  a fuel density of 10.7 g/cmS when 
placed in the fuel volume of the RTG. The dilution i s  due to void volume and 
geometry considerations. 

Composition, % 

I 
Fig. 3. Radioisotope thermoelectric generator 

Table 5. Gamma source intensities [nominal plutonium 
after aging for 1000 

I I I 
a3ePu 
%PU 

238Pu 
Pu 
Pu 

240 

241 

=PU 

0.0001 2 
81 
15 
2.9 
0.8 
0.1 

The nuclear radiations were calculated for an RTG 
design which was selected for evaluation for the Grand 
Tour study, and is shown in Fig. 3. This generator con- 
tains approximately 4100 W(th) of plutonium dioxide 
radioactive fuel. 

The calculated neutron and gamma spectra at the bot- 
tom surface (axial direction) of the RTG are given in 
Tables 7 and 8 respectively. The integrated (sum) neu- 
tron and gamma flux rates for detector positions exterior 
to the RTG are plotted in Fig. 4. 
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Table 7. RTG surface-radiated neutron flux" 

YZ in. 

0.247 

0.200 

0.276 

0.291 

0.310 

0.336 

0.346 

0.529 

0.354 

0.351 

0.439 

0.120 

0.100 

0.172 

0.132 

0.099 

0.056 

0.020 

Neutron energy interval 

10.0- 8.55 MeV 
8.55-6.66 MeV 
6.66-5.1 8 MeV 
5.1 8-4.46 MeV 
4.46-4.04 MeV 
4.04-3.14 MeV 
3.1 4-2.45 MeV 
2.45- 1.91 MeV 
1.91-1.49 MeV 
1.49- 1.1 6 MeV 
1.16-0.90 MeV 
0.90-0.702 MeV 

0.702-0.546 MeV 
0.546-0.331 MeV 
0.331-0.201 MeV 
0.201-0.1 22 MeV 
0.1 22-0.0449 MeV 

0.0449-0.01 7 MeV 
0.01 7 MeV-555 eV 

555-30 eV 
30-3 eV 

3-0.1 eV 
0.1-0.025 eV 

aCapsule power = 4100 W ( t h ) .  

3/4 in. 

0.125 

0.135 

0.144 

0.170 

0.175 

0.195 

0.203 

0.360 

0.209 

0.198 

0.277 

0.042 

0.033 

0.069 

0.050 

0.036 

0.020 

0.007 

Neutron flux, number/cm2/s 

2.676 X 10' 
6.334 X 10' 

1.1969 X lo3 

9.154 X 10' 
1.2426 X lo" 

6.63255 X lo3 
4.3295 X lo3 

1.95293 X lo3 
1.19117 X 10' 
1.05256 X lo3 
3.74656 X IO* 

9.2110 X 10' 

1.1658 x 10' 

1.8634 x 10' 

8.24166 x 10' 

2.96783 x 10' 

1.4489 x io2 

1.88287 x io' 
6.7376 
6.033 X lo-* 

1.8585 x io-6 
2.40 x 1 0 - ~  

2.516 X 

Photon energy interval Photon flux, number/cm2/s 

7.0-6.0 MeV 
6.0-5.0 MeV 
5.0-4 .O MeV 
4.0-3.0 MeV 
3.0-2.0 MeV 
2.0-1.8 MeV 
1 .8-1.6 MeV 

1.6-1.4 MeV 

1.2-1 .O MeV 
1 .O-0.9 MeV 
0.9-0.8 MeV 

1.4-1.2 MeV 

0.8-0.7 MeV 
0.7-0.6 MeV 
0.6-0.5 MeV 
0.5-0.4 MeV 
0.4-0.3 MeV 

0.3-0.2 MeV 
0.2-0.044 MeV 

0.044 MeV-1 keV 

10" 2 4 6 10' 2 4 6 loL 2 4 6 
DETECTOR POSITION (AXIAL DISTANCE BELOW RTG SURFACE), cm 

Fig. 4. Integrated flux rates vs detector position 

~ 

3.37 
1.352 X 10' 
4.065 X 10' 

1.3353 X 10' 
4.3114 X 10' 

7.225 X lo3 
7.6033 X lo3 

7.960 X 10' 
3.8622 x io3 

8.400 x 10' 
3.187 x 10' 
5.747 x io4 
9.376 X lo4 

3.0463 X lo4 
3.332 X lo4 

3.234 X lo4 
2.679 X lo4 
2.907 X lo' 

2.4160 X 10' 

3.2820 x io4 

Table 9. Attenuation ratios" 

~ 

Photon energy interval 

7.0-6.0 MeV 

6.0-5.0 MeV 

5.0-4.0 MeV 

4.0-3.0 MeV 

3.0-2.0 MeV 

2.0-1.8 MeV 

1.8-1.6 MeV 

1.6-1.4 MeV 

1.4-1.2 MeV 

1.2-1 .O MeV 

1 .O-0.9 MeV 

0.9-0.8 MeV 

0.8-0.7 MeV 

0.7-0.6 MeV 

0.6-0.5 MeV 

0.5-0.4 MeV 

0.4-0.3 MeV 

0.3-0.2 MeV 

0.2-0.044 MeV 

0.044 MeV-1 keV 

'/4 in. 

0.488 

0.502 

0.529 

0.533 

0.551 

0.579 

0.590 

0.776 

0.600 

0.620 

0.694 

0.340 

0.314 

0.428 

0.350 

0.274 

0.157 

0.055 

Tungsten thickness 

- {cry small numbers 

1 in. 

0.063 

0.070 

0.075 

0.087 

0.098 

0.1 13 

0.1 19 

0.245 

0.1 23 

0.1 12 

0.1 75 

0.015 

0.01 1 

0.028 

0.01 9 

0.01 3 

0.007 

0.003 

__.c 

-Very small numbers - 
*The attenuation ratio i s  the ratio of the emerging photon flux to the incident 

surface photon flux. The flux units are photons/cm2/s. 
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3. Gamma Shielding 

Tungsten metal was selected for study as a charac- 
teristic high 2 shield material which would attenuate 
gamma rays produced by a plutonium dioxide RTG. The 
total gamma-ray attenuation was calculated for tungsten 
shields considered as slabs whose thickness varied from 
?4 to 1 in. The ratios of the gamma flux emerging 
from the shield surface to the incident gamma flux calcu- 
lated for each slab thickness and gamma energy interval 
are given in Table 9. 

f 
0 

3 6  

X 

x 

i (3 

4 

4. Neutron-induced Gamma Radiation 

The neutron flux striking the gamma will be attenuated 
and will produce additional secondary gamma radiation. 
The neutron capture and consequent gamma production 
were calculated only with the neutron capture gamma 
(n, a) reaction rates because the additional (n, x a) reac- 
tion rates are not available. 

G A M A  FLUX RATIO OF EMERGING GAMMA FLUX 
TO INCIDENT TOTAL NEUTRON FLUX 

/’ 

The gamma flux rates emerging from the various tung- 
sten slabs were divided by the total neutron flux incident 
on the surface of the tungsten slab. These resulting ratios 
are graphically presented in Fig. 5. 

D. long-Term life Test of the Spare Mariner Venus 

The advanced missions presently being considered by 
NASA will require power conditioning equipment (PCE) 
lifetimes of up to 12 yr in the missions to the outer 
planets. To determine the operating lifetime and per- 
formance degradation of carefully manufactured flight 
quality hardware, residual Mariner Venus 67 flight hard- 
ware will be life-tested. Failures which occur will be 
carefully evaluated to determine the mechanism of the 
failure, and to ascertain whether the failure was circuit- 

67 Power Subsystem Hardware, A. Krog 

induced, or if the part-lifetime was exceeded. The data 
obtained from this test will provide a-basis for the design 
of PCE to be used on outer planet missions. 

The spare Mariner Venus 67 PCE will be subjected to 
the life test in a vacuum, with the temperature decreased 
over the first year (Fig. 6). The temperature deviation 
was chosen to simulate the worst case expected on an 
essentially sun-independent spacecraft bus. While the 
initial test period is to be approximately 1 yr, it is ex- 
pected that the testing may be extended for up to 5 yr. 

Performance of the PCE will be monitored, and peri- 
odic functional tests will be performed to determine the 
conformance of the hardware to design requirements, 
and to note any long-term degradation effects. At the 
completion of the test, the data obtained will be ana- 
lyzed to identify degradation, deviations in operation, 
and functions or circuits which consistently exceed the 
requirements of the specifications. 

In the event of a failure in the PCE, the testing will 
be terminated to allow removal of the failed part or 
parts, and a detailed analysis of the failure. Failed parts 
will be replaced and the testing continued. The failure 
analysis is to provide a determination of the cause; the 
effect of the failure on a flight mission; and recommen- 
dations for changes or improvements in the circuit de- 
sign, if appropriate. 

A contractor to perform this effort has been selected 
from seven proposers. Negotiations are presently under- 
way, and the contractor should be started before the 
end of June. 

80 

70 

LL 

w - 6 0  

2 
L* 

4 
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40 

30 
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Fig. 6. life-test temperature profile 
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E. Power Conditioner for a Thermionic Diode 
Array, D. J .  Hopper 

1. Introduction 

A low-voltage converter (SPS 37-54, Vol. 111, pp. 4950) 
has been developed to operate from a thermionic diode 
array. The input voltage range is 5 to 1 Vdc, with a 
current range of 0 to 600 A. To handle this high current 
efficiently, low-saturation drop transistors developed for 
JPL on an advanced development contract were used. 
Slow rise time is the only limitation noted. 

Vin, v 

0.05 
0.95 
1.1 
1.25 
1.35 
1.4 

If the output of the converter becomes shorted, the 
current in the converter rises and will only be limited by 
the current capability of the thermionic diode source. 
However, a Hall effect device located in the positive in- 
put power line produces a voltage proportional to the 
input current to the converter. If the input current rises 
to 600 A, a level detector that senses the Hall device 
voltage will shut down the converter and cause a relay 
to close. When the relay contracts close, an external short 
is placed across the output of the thermionic array. 

l ~ n r  A Vout, v lout, A Efficiency, % 

245 55 2.1 5 7  
235 60 2.1 63 
220 79 1.9 69 
272 95 2.4 67 
295 105 2.6 69 
307 110 2.8 73 

2. Test Results 

The fabrication of the converter has been completed 
(Fig. 7). Checkout tests were performed and the unit was 

delivered to the Propulsion Division, which is conduct- 
ing the diode experiments. The converter was exercised 
using the diode array as the source. The test results 
appear in Table 10. The efficiency for the converter is 
considered quite good when the source voltage and input 
current are taken into consideration. 

Table 10. Converter test results 

F. TWT Power Conditioning for Planetary 
Missions, D. J .  Hopper 

This task is for the design and development of a 
d o d c  converter for a 100-W communications traveling- 
wave tube (TWT) transmitter. Because of the state-of- 
the-art capabilities of high-power TWTs, high efficiency 
with high-voltage regulation is required in the d o d c  
converters. 

Figure 8 illustrates the electrical schematic of the 
TWT transmitter with the required voltage supplies. 
The total electrical power required for operation is 200- 
250 W. The helix winding shown in Fig. 8 concentrates 
the electron beam in the TWT and provides the R F  
output signal. The RF  characteristics are dependent upon 
the steady-state value of the helix voltage, as illustrated 
by Fig. .9. The abscissa represents the RF power input 
to the TWT and the ordinate is the RF power output 
of the tube. Temperature variations in the exciter stage 
will cause variations in the RF power Pi delivered to 
the TWT. The helix voltage is selected to give maximum 
output power and not allow temperature variations in 
the exciter to adversely affect the R F  output. As the 
helix voltage decreases V,,, from the nominal VHvl, the 
power output decreases, reducing the tube efficiency. 
If the helix voltage is higher than nominal VNV3, large 
swings in RF output power can be caused by small 

Fig. 7. low-voltage converter swings in RF input power. 
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Fig. 9. TWT output characteristics 

The helix voltage, then, is a critical value and must be 
maintained at its value with close regulation in the 
dc-dc converter. The design goal for regulation of the 
helix voltage is 0.1% with line and temperature vari- 
ation. In addition, any ripple in the helix voltage wiU 
cause phase shift in the RF output. TWT spec&cations 
and the amount of acceptable phase shift determine the 
amount of ripple that can be tolerated on the helix. 
In this case, 1.0-V peak-to-peak ripple on the helix is 
all that can be tolerated. 

For longer life of the TWT, the filament should be 
preheated for 90 s before the rest of the voltages are 
applied. Another feature desired in the converter is the 
ability to operate the TWT in a half-power mode. For 
this mode of operation, the voltages from the converter 
must change as follows: 

Existing converters operate at efficiencies of 70 to 80%. 
The goal of this design is an efficiency of 90%. 

At the present time, the preliminary design of the 
converter has been completed. The functional block 
diagram is illustrated in Fig. 10. 

The boost regulator (SPS 37-53, Vol. 111, pp. 5657) 
raises the unregulated raw bus voltage (20 V +lo%) 
to 40 V +0.1%. Since the TWT can be assumed to be 
a constant load, this is the only regulation that will be 
required. 

The logic power portion of the circuit supplies low 
voltage (5 Vdc) to the 90-s delay and the drive logic, 
and 28 Vdc to the low-power mode selector. The 90-s 
delay prevents the drive logic from supplying drive 
power to the high-voltage inverters until the filaments 
have preheated for 90 s. 

The filament inverter furnishes a 4.3-V rms square 
wave at 1.0 A to the filament when it is hot. The cold 
resistance of the filament is about one-fifth of the hot 
resistance. This means that initially the filament current 
would be five times as large as the final current. In the 
filament inverter, there will be current limiting to limit 
the initial current to twice the final current. 

In the running inverter, there is a time when both of 
the switching transistors are 012. This occurs when the 
storage plus the fall time of the on transistor is greater 
than the rise time of the of transistor. Since both tran- 
sistors are on simultaneously, a short is placed across the 
inverter's source. This will cause a spike in the current 
and a ripple in the voltage. To prevent this, a notch t,, 
is placed in the inverter driving waveform (Fig. 11). 
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transistor to turn of before the off transistor turns on 
(t, = t8 + tf). If, however, tn is much greater than re- 
quired, an undesired notch will appear in the output t-4- Q 1  
voltage V,, and filtering becomes a problem. In the pro- 

Fig. 12. Inverter transformer 

T l  

At the present time, the 90-s delay, the drive logic, 
and the filament inverter have been breadboarded, 
tested, and are working satisfactorily. The high-voltage 
section and the boost regulator have been breadboarded 
and are undergoing tests. Initial results show that output 
ripple of the high-voltage section is too high and that 
the boost regulator needs stabilizing. Work is in progress 
to correct these problems. 

posed converter, two inverters running 90 deg out of 
phase will be used. This means that only one inverter 
will be switched at a time. The output voltage, instead of 
falling to zero, will only fall to ?h V, (Fig. 11). To mecha- 

Q2 

G. Power Conversion Circuit Development, 
D. J .  Hopper 

The objective of the power conversion circuit devel- 
opment task is to develop advanced technology power 
conditioning components such as regulators, converters, 
battery chargers, etc., capable of meeting JPL advanced 
mission requirements. 

i- 

There are several items being investigated. The first 
item is a high-frequency converter. This converter is 
being designed to operate at a frequency between 50 
and 100 kHz, with an expected efficiency of approxi- 
mately 90%. The input voltage is 28 Vdc, with an output 
voltage of 50 Vdc. The output power is 100 W. The 
reason for going to high frequency is to minimize weight 
and size. The switching losses in the transistors are being 
kept low by using the new high-power high-speed de- 
vices currently available. Another item being investi- 
gated is a high-frequency buck-type regulator. The 
running frequency of the regulator is also between 50 
and 100 kHz. The efficiency design goal is 90%. An input 
voltage of 40 to 80 Vdc will be bucked down to 28 Vdc, 
with a power availability of 100 W, 

A study is being made of saturation of inverter trans- 
formers (Fig. 12). If the saturation voltages of the switch- 
ing transistors are different, a net dc current will flow in 
the transformer which may cause it to saturate. From 
transformer theory, it is known that the volt-seconds 

when Q1 is on must equal the volt-seconds when Q2 
is on. Therefore, 

As shown in Fig. 13, more current will be forced to 
flow through Q1 to raise its saturation voltage. The dc 
current will be equal to 

Selection of matched transistors would solve the problem, 
but there is no guarantee that the saturation voltage 
will remain the same after exposure to severe environ- 
ments (radiation, temperature, etc.). The study is also 
attempting to determine the best transformer design to 
solve the problem. 

‘C 

t 

Fig. 13. Transistor charaeteristics 
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Two types of buck-boost regulators (Figs. 14a and 
14b) are being investigated. The selected configuration 
will be breadboarded and tested. Both of these circuits 
operate by the same mechanism. Energy is stored in the 
inductor when the transistor is on and is transferred to 
the load when the transistor turns off. The input voltage 
range is 23 to 80 Vdc, and the output voltage is 56 Vdc. 
The output power is 400 W. 

In the future, spacecraft will undoubtedly get larger. 
This means more power. Eventually, the source voltage 
will have to be increased to keep the current levels tol- 
erable. High voltages in the order of several hundred 
volts would probably require the use of silicon-controlled 
rectifiers. Regulators using silicon-controlled rectifiers 
will be investigated. 

Transformer core losses are higher for a square wave 
than for a sine wave. One of the tasks will be to com- 
pare the different waveform losses over a range of fre- 
quencies for different types of core material. 

From time to time, new devices are available in 
industry. It is also the intent of this task to search out 

(a) TYPE I 

(b) TYPE II 

Ein 

1 

w FEEDBACK 

Fig. 14. Buck-boost regulators 

and investigate any new piece part that might be used 
in power conditioning equipment. 

H. Solar Power System Definition Studies, H .  wick 

1. Introduction 

During all stages of spacecraft development, it is 
necessary to know how much electrical power is required 
for each time period of the spacecraft mission. The 
power requirements of the spacecraft change as sub- 
system designs and mission objectives change. It is not 
practical to postpone the beginning of power subsystem 
design until all other spacecraft subsystems are fixed 
with respect to power demand and the final mission 
objectives are established. Thus, it becomes necessary 
to iterate spacecraft electrical power requirements fre- 
quently to expedite the design and sizing of the power 
subsystem. A power profile computer progi-am has been 
developed to aid in the analysis of power requirements 
for the Mariner Mars 1971 spacecraft. 

2. Computer Program Description 

A simplified block diagram of the Mariner Mars 1971 
power subsystem (Fig. 15) shows the mechanization of 
the power subsystem and how the various spacecraft 
loads are connected. Table 11 identifies the nomen- 
clature used in the computer program. Table 12 lists the 
equations that are employed by the computer program. 
Data from the first page of the computer printout are 
shown in Table 13, which lists each spacecraft load as a 
function of the fourteen flight phases. In addition, the 
special and abnormal loads used by the computer pro- 
gram are tabulated. The special and abnormal load 
values are used to replace certain normal flight loads 
whenever the program is analyzing an abnormal gyro on 
condition, a roll control mode, or a condition where 
certain thermal control loads are operating from battery 
power. 

Table 14, derived from the second page of the com- 
puter printout, lists the power versus efficiency data for 
each inverter, converter, and regulator of the power 
subsystem. This information is used by the computer to 
define the operating efficiency with respect to load and 
environmental conditions. A user option has been in- 
cluded in the program to allow selection of either linear 
or quadratic interpolation at the time of execution. 

Power subsystem operational modes have been con- 
sidered by the program to expedite analysis of various 
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Table 11. Nomenclature 

2.4-kHz inverter total science power (SSUM) = DAS + TVS + IRIS + IRR + UVS 
2.4-kHz inverter total engineering power (ESUM) = 

2.4-kHz inverter output power (TP1) = ESUM + SSUM 
400-Hz (1-phase) inverter output power (TP4) = SCNM 
400-Hz (3-phase) inverter output power (TP3) = GYRO 
2.4-kHz inverter input power (PIN1) = TPl/EFFl 
400-Hz (1-phase) inverter input power (PIN4) = TP4/EFF3 
400-Hz (3-phase) inverter input power (PIN3) = TP3/EFF2 
Total booster regulator output power (TBR) = PIN1 + PIN4 + PIN3 
Regulated converter (30-Vdc) output power (TP11) = VALV + GIMB 
Total booster regulator input power (PIN*) = TBR/EFF* 
Regulated converter (30-Vdc) input power (PIN11) = TPl l /EFFl l  
Total power switching and logic output power (PSL) = PIN* + BTCG + TWT + T/C2 + T/C3 + BRFS 
Total power switching and logic input power (TOTD) = PSWEFL 
Total power demand (PSI) = PSI + PIN11 

FTS + FCS + CC&S + PYRO + PWRD + DSS + A/C + SCNE + RFS + GYRE + T/C1 

~ 

A/C 
A/CR 
A/CS 

BR 
BRFS 

BTCG 
CC&S 
DAS 
DSS 
EFL 
EFF 
FCS 
FTS 

GIMB 
GYCE 
GYCO 
GYRE 
GYRO 
GYSE 

attitude control and autopilot 
A/C roll control 
A/C all gyros on 
booster regulator 
booster regulator failure sensor 
battery charger 
central computer and sequencer 
data automation subsystem 
data storage subsystem 
efficiency of power switching and logic 
efficiency 
flight command subsystem 
flight telemetry subsystem 
propulsion motor gimbal 
GYRE roll control 

GYRO roll control 
gyro electronics 
gyro motor 
GYRE all gyros on 

GYSO 
IRIS 
IRR 
PSL 

PWR 
PWRD 
PYRO 

RFS 
SCNE 
SCNM 

T/Cl 
T/C2 
T/C3 

TCS2 
TCS3 
TVS 

TWT 
uvs 

VALV 

GYRO all gyros on 
infrared interferometer spectrometer 
infrared radiometer 
power switching and logic 
power subsystem 
power subsystem distribution 
pyrotechnics 
radio frequency subsystem (except TWT) 
scan control electronics 
scan control motor 
science instruments heater 
science instruments dc heater 
propulsion module dc heater 

T/C2 battery 
T/C3 battery 
television subsystem 
traveling-wave tube amplifier 
ultraviolet spectrometer 
propulsion motor valve 

~~ ~ ~ ~~~~ 

Table 12. Equations for power profile computer program 
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Table 14. Typical power& vs efficiency data for power profile computer programb>c 

EFF5 PWR6 PWRl EFM 

12.5 
25 
37.5 
50 
62.5 
75 

100 
112.5 
125 
137.5 
150 
162.5 
175 

2 0 0  

87.5 

187.5 

PWR2 

4 
5 

7 
a 

6 

9 
10 
1 1  
12 
13 
14 
15 
16 
17 
18 
20 

E R l  

0.560 
0.660 
0.71 0 
0.745 
0.775 
0.805 
0.833 
0.853 
0.867 
0.877 
0.887 
0.903 
0.903 
0.909 
0.91 2 
0.91 5 

EFF2 

0.650 

0.710 
0.680 

0.738 
0.758 
0.775 
0.790 
0.800 
0.810 
0.820 
0.828 
0.835 
0.840 
0.846 
0.850 
0.860 

PWR3 

4 
5 
6 
7 
a 

io 
1 1  
12 
13 
14 
15 
16 
17 
18 
20 

9 

EFF3 

0.650 
0.695 
0.730 
0.760 

0.793 
0.780 

0.804 
0.814 
0.820 
0.827 
0.831 
0.836 
0.840 
0.843 
0.848 
0.850 

BPower values ore in watts. 
bl = 2.4-kHz main inverter. 

2 = attitude control inverter. 
3 = 4W-Hz single-phose inverter. 
4 = 27-Vdc battery booster regulator. 
5 = 37.5-Vdc solar-power booster regulator (near-earth). 
6 = 44-Vdc solar-power booster regulator (near-Mars). 
7 = 30-Vdc regulated converter. 

CEFL = 0.970. 

0.600 
0.680 
0.765 
0.782 
0.803 
0.817 
0.835 
0.840 
0.848 
0.857 
0.863 
0.870 
0.876 
0.880 
0.880 
0.880 

PWR4 

20 
35 
50 
60 
75 

95 
105 
115 
125 
135 
150 
175 
200 
225 
250 

85 

20 0.620 
35 0.700 
50 0.773 
60 0.788 
75 0.810 
85 0.825 
95 0.838 
io5 0.848 
115 0.857 
125 0.865 
135 0.870 
150 0.876 
175 0.883 
200 0.887 
225 0.887 
250 0.887 

EFF4 

0.585 

0.758 
0.670 

0.775 
0.797 
0.809 
0.819 
0.828 
0.833 
0.837 
0.840 
0.842 
0.842 
0.842 
0.842 
0.838 

- 
PWRS 

20 
35 
50 
60 
75 

95 
105 
115 
125 
135 
150 
175 
200 
225 
250 

85 

- 
PWR7 

20 
35 
50 
60 
75 

95 
105 
115 
125 
135 
150 
175 
200 
225 
250 

85 

~ 

EFF7 

0.870 
0.870 
0.870 
0.870 
0.870 
0.870 
0.870 
0.870 
0.870 
0.870 
0.870 
0.870 
0.870 
0.870 
0. a 70 
0.870 
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combinations of flight phases, power subsystem effici- 
encies, abnormal gyro on conditions, and roll control 
conditions. These modes are selected by the user at the 
time of execution through the use of fourteen control 
cards. Any or all operational modes can be computed 
for each flight phase. 

Table 15, derived from the computer printout, shows 
the program output for a typical flight phase, in this 
example, orbit insertion. Each power supply of the power 
subsystem is listed with its respective loads. The power 
output, operating efficiency, and power input for each 
supply are computed and printed. This process continues 

Average power load, W 
VALV 
GlMB 

Power output, W 
Efficiency 
Power input, W 

automatically until the total power demand for each 
selected operational mode of a particular flight phase is 
computed. The program then advances the printout to a 
new page, and the process is repeated for the subsequent 
flight phase and modes. 

25.50 
25.00 
50.50 

0.870 
58.05 

Data from the last page of the computer printout are 
given in Table 16, which summarizes the total power 
demand as a function of mission flight phase and power 
subsystem operational mode. The Mariner Mars 1971 
power profile computer program is written in Fortran IV 
and presently is run on the IBM 7094. This program has 
been converted for operation with the UNIVAC 1108. 

Table 15. Typical output from power profile computer program for a given mission flight phase (orbit insertion) 

2.4-kHz main inverter 

Averoge power load, W 
Science 

DAS 
TVS 
IRIS 
I R R  
uvs 

Tot o I 
Engineering 

FTS 
FCS 
CC&S 
PY RO 
PWRD 
DSS 

A l c  
SCNE 
RFS 
GYRE 
TIC1 

Totol 
Power output, W 
Efficiency 
Power input, W 

0.00 
0.00 
2.24 
0.00 
0.00 

2.24 
- 

15.20 
3.00 

20.50 
0.25 
7.00 
0.00 

51.20 
4.00 

24.00 
10.00 
14.70 

149.85 
152.09 

- 
0.903 

168.43 

Attitude control inverter 

Power output, W 

Efficiency 0.775 
Power input, W 11.61 

400-Hz single-phase inverter 

Average power load, W 

Power output, W 
Efficiency 
Power input, W 

BR output, W 
BR efficiency 
BR input, W 
PSL overage lood, W 

BTCG 
T I C 2  
TIC3 
BRFS 
TWT 
BR input 

PSL output, w 
PSL efficiency 
PSL input, W 
Totol power demand, W 

180.04 
0.842 

213.82 

0.50 
7.00 

21.40 
1.50 

90.00 
213.82 
334.22 

0.970 
344.56 
402.61 

Normal operational mode (near-Mars) 

BR output, W 
BR efficiency 
BR input, W 
PSL overage load, W 

BTCG 
TIC2 
TIC3 
BRFS 
TWT 
BR input 

PSL efficiency 
PSL input, W 
Totol power demand, W 

PSL output, w 

180.04 
0.884 

203.71 

0.50 
14.50 
46.50 

1.50 
90.00 

203.71 
356.71 

367.74 
425.79 

0.970 
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1. Liquid Amalgam Electrodes, G. L. JuvinaII 

1. Introduction 

The results of high-rate discharge and stand-life in- 
vestigations of liquid amalgam electrodes were reported 
in SPS 37-55, Vol. 111, pp. 105-107. The remarkable 
properties of these electrodes were discovered during 
an investigation of the reactions of electrode materials 
used in alkaline batteries. Dr. G. Myron Arcand of Idaho 
State University is the principal investigator on this 
project. 

Concentration of 
Na in Hg, 
moles/kg 

0.228 

0.278 

0.280 

The results of open-circuit potential studies of sodium- 
amalgam electrodes are reported here. These data repre- 
sent part of a major objective of the program, i.e., to 
explore the field of liquid amalgam electrodes from the 
point of view of power-producing reactions. An addi- 
tional objective is to clearly define the electrochemical 
processes involved in their operation. 

E o c ,  V vs Hg/HgO 

5 N NaOH 10 N NaOH Saturated NaOH 

- 1.70 kO.01 

- 1.78 +-0.02 

- 1 .a8 20.00 

2. Experimental approach 

The general experimental methods have been pre- 
viously reported under this contract (Refs. 1 and 2). A 
number of measurements were made to determine the 
effects of metal concentration in the amalgam and sodium 
hydroxide concentration in the electrolyte solution on 
the open-circuit voltage. The concentration of metal in the 
amalgam was calculated from the coulombs of electricity 
passed during charge of the electrodes. The assumption 
was made that current efficiency is 100%. All potential 
measurements were made with a Dohrmann Model RSC 
1100 recorder against a Hg/HgO-10 N KOH reference 
electrode. 

Table 17. Effect of amalgam concentration and electro- 
lyte concentration on the open-circuit potential 

of the amalgam cathode 

Concentration of 
Na in Hg, 

0.045 

0.075 

- 1.72 - 1.65 

0.076 - 1 .a9 

0.1 70 - 1 .a9 

0.1 a7 - 1 .ao - 1.73 

0.298 -1.91 - 1.79 - 1.72 

3. Results and discussion 

Table 17 shows the effects of both amalgam concen- 
tration and electrolyte concentration on the value of 
E,,, (open-circuit voltage). It should be observed that E,, 
increases with increasing metal concentration in the 
amalgam for any fixed electrolyte concentration, and 
that it decreases with increasing electrolyte concentra- 
tion at a fixed amalgam concentration. 

If the electrode reaction is assumed to be reversible 
and corresponds to the equation 

Na+ 4- Hg + e'+ Na (Hg) 

then the Nernst equation may be applied: 

Although there are no data regarding the metal activi- 
ties in the amalgams, it may be seen that the directions 
of the observed trends are what would normally be 
expected. However, the magnitudes of the effects are 
considerably greater than expected. As seen in Table 18, 
doubling the concentration of NaOH causes an increase 
of 100 mV as compared to an expected 20-mV change. A 
five-fold increase in the activity coefficient of NaOH 
would be required in order to account for these observa- 
tions. Additional work will be done in this area. 

Earlier work has shown that stand life is quite poor 
when 5 N NaOH electrolyte is used; gassing becomes 
an immediate problem. However, it is jn this region of 
electroryte concentration that the most reproducible and 
negative cathodic potentials are obtained. In order to 
promote the development of this electrode system into 
a useful device, the search for a practical nonaqueous 
diluent which will permit better stand-life behavior will 
be continued. 

88 JPL SPACE PROGRAMS SUMMARY 37-57, VOL. 111 



1. 

2. 

References 

Arcand, G. M., Investigation of Electrode Materials for Alkaline 
Batteries, First Quarterly Report, Contract 952265. Idaho State 
University, Pocatello, Idaho, Aug. 25, 1968. 

Arcand, G. M., Investigation of Electrode Materials for Alkaline 
Batteries, Second Quarterly Report, Contract 952265. Idaho State 
University, Pocatello, Idaho, Nov. 25, 1968. 

J. State-of-Charge Indicator Investigation, 
S. J .  Krause 

1. Introduction 

The need for obtaining additional data from space- 
craft batteries during future missions is of great signifi- 
cance in view of the importance of a properly functioning 
battery’s relation to proper spacecraft functioning and 
the successful completion of the mission. The most crit- 
ical period of battery function in the past has been dur- 
ing the launch of the spacecraft, until the solar panels 
acquire the sun. The battery may be used for subse- 
quent midcourse corrections, and throughout the mission, 
the battery is a standby source of power at all times. 
Future JPL missions will require an even greater degree 
of battery usage and participation in supporting critical 
spacecraft functions. 

It is, therefore, essential that more data on battery 
condition and capacity be made available throughout 
the mission,. including the period prior to launch. This 
additional data will enable engineers to predict battery 
performance more accurately during all phases of the 
mission and to evaluate general battery condition at 
any time. 

The need for such data may in part be met by the 
development of a state-of-charge indicator. The value of 
a state-of-charge indicator cannot be over-emphasized, 
since it is possible that the planning and performance 
of critical spacecraft functions on future missions may 
depend upon the knowledge of available power from the 
battery. The prime objective of this task has been to 
develop techniques whereby the available energy output 
of a battery may be determined at any time, with a 
future capability of being integrated into structurally 
incorporated devices for use within the battery. 

At the present time, emphasis has been placed on 
development of state-of-charge indicators and measuring 
techniques for silver-zinc batteries, although a great 
deal of effort has been expended by other investigators 

in developing techniques for nickel-cadmium batteries 
and other alkaline systems (Refs. 15). The following is 
a list of techniques which have been tried in the attempt 
to develop a practical and accurate state-of-charge in- 
dicator: 

(1) Cell voltage phase shift (Refs. 1 and 4). 

(2) Discharge and charge polarization voltage (Refs. 
1 and 4). 

(3) Integrating ampere-hour meter (Refs. 1,4,5, and 6). 

(4) Discharge and charge voltage (Ref. 6). 

(5) Double-layer capacitance (Ref. 2). 

(6) Transient peak height (Ref. 2). 

(7) Audio-frequency impedance (Ref. 2). 

(8) Internal resistance (Ref. 2). 

(9) Colorimetry (Ref. 2). 

(10) Resonant frequency (Ref. 2). 

(11) Rate of oxygen recombination (Ref. 3). 

(12) Charge acceptance rate (Ref. 6). 

(13) Battery temperature (Ref. 6). 

The general conclusion which may be drawn from all 
work based on the listed techniques and others which 
have not been formally published is that all are unsuc- 
cessful in accurately determining the state-of-charge of 
a battery. The effort at JPL has been directed toward a 
technique which appears to have been as yet untried, 
but shows some promise in its accuracy of charge-state 
determination and feasibility for being structurally inte- 
grated into the battery. 

2. Approach and Results 

Each compound used in the active material of a 
battery electrode has infrared absorption bands peculiar 
to that compound. Different compounds have different 
absorption bands at different wavelengths in the infrared 
region of the electromagnetic spectrum. The presence of 
a given compound decreases the intensity of transmitted 
radiation at its related absorptive wavelength by 
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where attenuated total reflectance (ATR) spectroscopy as a 
means of determining the feasibility of the method? 

I = transmitted intensity 

I, = source intensity 

a = absorption coefficient 

x = amount of absorbing material 

It was postulated that measuring the transmission of 
infrared radiation through a part or parts of the active 
material in a silver battery electrode could provide a 
quantitative determination of the charge and discharge 
associated compounds, including Ago, Ag20, and ele- 
mental silver (Ag). As a preliminary step, a review of the 
literature was completed to better define the infrared 
absorption characteristics of the active materials. Ag20 
was found to have peaks at 7, 7.4, 9.3, and 12.5 pm 
(Ref. 7). Ago, in the pure state, has some peaks at 10 
and 14 pm (Ref. 8). Information, for possible future 
work on the negative active material, was also obtained 
showing that ZnO had a wideband absorption peak at 
5.5 (Ref. 9), 6.3 (Ref. lo), 10.1 (Ref. ll), and 11.5 pm 
(Ref. 11). 

As a result of the findings in the literature, the investi- 
gation of the absorption characteristics of the positive 
electrode active materials (Ago, Ag,O, Ag) was limited 
to the 2.5- to 15-pm infrared region. Spectrophotometric 
scans of small parts of electrode structures were per- 
formed on a Perkin-Elmer 421 recording spectrophotom- 
eter. The results of the measurements indicated that 
very high light intensities would be needed to achieve 
a usable degree of transmission through the electrode 
material when a great deal of the relatively opaque Ag 
was present. However, this approach was not determined 
to be impracticable, since it had the capability of being 
incorporated into a battery. The integration of a photo- 
emitter and photodetector, with a small separation gap 
of approximately 100 pm, into the positive electrodes is 
contemplated. Small devices of relatively high intensities 
at the selected infrared wavelength are available if such 
a technique could correlate transmitted intensity with 
the quantitative amount of an absorbing compound such 
as AgO or Ag20. 

An alternative approach, that could surmount the dif- 
ficulty of obtaining sufficient transmission when the 
radiant energy is passed through the material, is to use 
a “light pipe” incorporated into a battery, and to use 

If light is incident on a plane interface of two optical 
media at an angle exceeding the critical angle, the 
interface is 100% reflecting. It is common in “light pipe 
arrangements” to have lo2 reflections, after which 50% 
of the input power is meas~red .~  This gives a reflectance 
of Xlo0 = 0.5 where 

logXlo0 = log 0.5 

logX = -0.00301 

X = 0.994 

and, therefore, high reflectances are obtained. This light 
does have the ability to penetrate the interface to a small 
depth, as shown in Fig. 16. This behavior is also pre- 
dicted by Maxwell’s theory4 by the following equation: 

0.693 h 
QT(sin2 e - dl12 = 

where 

dlIz  = depth of penetration at 1/2 power 

e = angle of incidence 

index of refraction of rare medium 
index of refraction of dense medium nZl = 

A = wavelength 

It is not difficult to obtain penetration up to A. 

4Jensen, R. J., Brigham Young University, Provo, Utah (private 
communication ) . 

t 

Fig. 16. Radiation penetration at planes of attenuated 
total reflections (1 rarer medium, 2 denser medium) 
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If the material of the rarer medium absorbs at the 
wavelength in question, absorption of the “totally” re- 
flected beam takes place to an extent comparable to the 
absorption that would take place if the beam had tra- 
versed a thickness of the rarer material, in this case, the 
electrode active material. The beam is attenuated at 
those wavelengths where the material absorbs, with the 
attenuation level occurring as a function of the quantity 
of absorbing material present at the interface. Given 
sufficient surface area to the light pipe, as described in 
a possible geometry shown in Fig. 17, a representative 
sampling of the electrode active material could be 
measured and, thus, the state-of-charge might be de- 
termined. 

A series of tests was performed on standard silver 
electrodes at various states of charge and discharge, 
Spectrophotometric scans were made on a Perkin-Elmer 
421 recording spectrophotometer, combined with a 
Wilkes model 9 internal reflecting attenuated total re- 
flectance attachment. 

The results, a sampling of which may be seen in 
Fig. 18, were of great interest, since a definite difference 
could be seen in attenuation of the light beam by the 
electrodes in different states. It should be noted, how- 
ever, that the absorption was greater for an uncharged 

Fig. 17. Path of infrared radiation traveling through 
silver electrode via light pipe 
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Fig. 18. Standard silver electrode wavelength 
vs absorbance 

electrode, and seemed to decrease as the charge state 
increased. This is not the expected result, since more 
absorption should occur when the charge state is higher, 
there being more Ago and AgzO present. 

3. Conclusions 

Based on the results of the ATR testing, a trend has 
been established between infrared absorption of light in 
the 12- to 15-pm region and the charge state of standard 
silver electrodes. However, since this trend was the re- 
verse of that which would normally be expected, it 
could be suggested that the attenuation of the light was 
a function of particle size differences, causing differences 
in scatter. The active material particle size and grain 
structure change as an electrode is charged and dis- 
charged (Ref. 12). This, of course, does not preclude 
further pursuit of this technique, since an unusual but 
useful trend has been established, but also because other 
applications of such a technique may exist. For example, 
it may be possible to use such a n  effect t o  non- 
destructively test silver electrodes for particle size and 
density as they are sintered, thereby increasing the uni- 
formity of silver electrodes fabricated into batteries. The 
usefulness of the technique for application as a state- 
of-charge indicator must, of course, be explored further 
before any definite conclusions can be drawn. No work 
has as yet been performed on the negative electrode 
active material, which may also show promise. A trend 
has been observed which does indicate that there could 
be many uses and applications for infrared measure- 
ments in studies of electrode materials, limited only by 
the amount of future effort expended in investigations. 
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X. Spacecraft Control 
GUIDANCE AND CONTROL DIVISION 

A. Spurious Canopus Tracker Outputs, R. H .  Burns 

1. Introduction 

The Mariner Mars 1969 Canopus tracker is being 
studied to evaluate the design for use on outer-planet 
missions, where long-term reliability and fully automatic 
operation will be required. One recently completed task 
was the study of spontaneous roll error outputs that have 
been seen with several of the flight model trackers during 
laboratory testing. The anomalous operation has occurred 
when the tracker is in a backup mode with the star recog- 
nition logic disabled via ground command, so that the 
tracking circuits are free to track stars of any intensity. 
When a tracker in this uninhibited mode is not looking at 
a star, as would happen during a roII search, its fiefd of 
view is normally biased hard to one side. Sometimes, how- 
ever, the field of view has been seen to leave this position 
and wander about at random. 

The effects of such an event during a roll search could 
be serious. Wandering of the roll error signal would result 
in a random firing of the control jets, with no assurance 
that the spacecraft would perform a systematic roll search. 

2. Normal Operation of the Tracking Circuits 

Figure 1 is a functional diagram of the Mariner Mars 
1969 Canopus tracker signal processing circuitry with the 
recognition logic disabled. The dissector tube is an elec- 
trostatically scannable photomultiplier. Its field of view 
can be biased anywhere within a 9O arc that is roughly in 
the plane of spacecraft roll (perpendicular to the sun 
line). There is a small correction from the roll plane to 
allow for Canopus’ angular displacement from the south 
ecliptic pole. Within the field of view, the tube makes a 
1200-Hz sawtooth scan, so that the output is approxi- 
mately a 1200-Hz sine wave whose phase indicates the 
position of the observed star within the field of view. The 
demodulator measures this phase and generates an error 
signal that is integrated to produce the dc roll bias. Thus, 
the dc bias is constantly corrected so that the field of view 
is centered upon the star. The tracker roll angle error sig- 
nal is proportional to the dc roll bias. 

The intensity loop is a selective gain control that varies 
the dissector tube dynode voltage in such a way that the 
1200-Hz tube output component is held constant for a 
wide range of optical input intensities. The tracker inten- 
sity output is derived from the dynode voltage. 
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Fig. 1 .  Canopus tracker signal processing 
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3. Spurious Output Mode 

The signal from the S-11 dissector tube is quite noisy. 
When the dynode multiplier gain is varied by change in 
the dynode voltage, the rms noise magnitude remains con- 
stant with respect to the gain. The noise, therefore, is 
suspected to come from the cathode or the first dynode 
of the multiplier structure. In some cases, all of this noise 
may be attributed to the predicted cathode shot noise. 
Many tubes, however, are much noisier than the shot noise 
equation predicts and lead to spurious tracker roll error 
outputs. Since disconnecting the cathodes of these tubes 
has very little effect on the noise level, the excess noise 
source is thought to be at the first dynode rather than at 
the cathode. The source is suspected to be some sort of 
breakdown mechanism involving cesium vapor from the 
S-11 photocathode or the dynodes. 

IMAGE DISSECTOR ANODE ~ 

TUBE 
*- 

OPTICAL 
INPUT FROM 
STAR A 

A little understood process known as “spot-knocking,” 
which consists of applying 4000 V to the dynodes for sev- 
eral hours, seems to reduce the extra noise. If the noise is 

INTENSITY HIGH- 
DETECTOR VOLTAGE 

a cesium vapor phenomenon, “spot-knocking’’ may clean 
out the tube by ion pumping. Experience with a recently 
designed photomultiplier tube shows that the excess noise 
can in some cases be eliminated. 

CIRCUITS DYNODE VOLTAGE 

The demodulator is shown in Fig. 2. The switches are 
field-effect transistors driven by square waves in phase 
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Fig. 2. Demodulator circuit 
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with the dissector tube sweep voltage. The circuit output 
consists of low-pass noise plus a dc component that is 

Vout = 1.3 Vi, sin 0 

where e is the electrical phase angle between the star 
signal from the dissector tube and midpoint of the saw- 
tooth wave sweep. Vi*, the zero-to-peak magnitude of the 
star signal, is normally regulated to 5 V or less by the 
intensity loop. If the tube is extremely noisy, however, 
the peak value of the signal plus noise fed to the demodu- 
lator can reach the output saturation level of the pre- 
amplifier, which is limited to 15 V by the preamplifier 
power supply. The demodulator also uses a 15-V supply, 
but in the Mariner Mars 1969 tracker configuration, the 
demodulator has a gain of 1.3, so that the corresponding 
modulator input voltage is about 11 V. Thus, the preamp- 
lifier can saturate the demodulator. Since the demodulator 
can not have exactly equal positive and negative satura- 
tion voltages, a signal large enough to saturate it can pro- 
duce a dc output component. If the recognition logic is 
disabled, this output can cause the integrator to drift at 
random, as has been observed. 

Prevention of this phenomenon requires that the pre- 
amplifier be incapable of saturating the demodulator. The 
maximum allowable demodulator input may be increased 
to the maximum preamplifier output by reducing the de- 
modulator gain to unity. In order to preserve the same 
loop gain, the gain of the following integrator stage 
should be raised by the same factor by which the demodu- 
lator gain is reduced. 

Further protection from demodulator saturation may 
be had by limiting the maximum available preamplifier 
output. In the current model tracker, the preamplifier is 
limited by 10-V zener diodes, but is designed in such a 
way that there is still some gain above this output voltage. 
Large noise spikes, although attenuated somewhat, may 
then pass on to the demodulator. Noise resistance can be 
increased by using hard limiting at a voltage below the 
maximum allowable demodulator input level. 

A test was made with a breadboard tracker to deter- 
mine the effects of hard preamplifier limiting and reduced 
demodulator gain. Before the modifications were made, 
sufficient random noise was injected into the preamplifier 
to fully saturate it. The excursions of the integrator were 
only limited by its saturation voltages, i.e., 30 V, peak to 
peak. After the demodulator gain was lowered to slightly 
less than unity and the preamplifier hard limited at 12 V, 
the same level input integrated to about 30 mV peak. This 
corresponds to an error of 8 X deg of star null offset. 

1 

4. Conclusion 

Although trouble has been experienced during testing 
with spurious roll error outputs from the Mariner Mars 
1969 Canopus tracker, the problems do not seem unavoid- 
able. The difficulties seem to be caused by saturation of 
the demodulator circuit by noise from the dissector tube. 
The sensitivity of the circuitry to this noise may be dras- 
tically reduced by proper selection of demodulator gain 
and preamplifier saturation level. 

B. Nozzle Thrust at leakage Flow Rates, 
F. G. Roselli-Lorenzini 

The attitude-control thrusting of the Mariner spacecraft 
is performed by a nitrogen cold gas system whose torque- 
producing components are 12 solenoid-actuated jet valves, 
four for each axis and two for each axis direction. 

The specification leak rate of a single Mariner valve is 
3 cm3/h measured at standard conditions with a 15-psig 
pressure drop across the valve seat. In vacuum, with the 
same pressure drop, the measured leak rate will decrease 
by a factor of about 2, due to the lesser density of the gas 
at the valve inlet. The gas, leaking through the valve 
nozzle, produces a thrust which can be detected by the 
spacecraft dynamics if an unbalance is present between 
the leak rates of the four valves of the same axis. The 
effects may be an increased gas expenditure to counteract 
the leakage torque and a spacecraft trajectory deviation. 

Some attempt has been made in the past to analyti- 
cally evaluate the nozzle thrust at a leakage flow rate 
and correlate the results with the telemetered data on 
the spacecraft angular position. The latest approach1 is 
based on the “billiard ball” theory applied to the gas 
molecular flow rate through the nozzle. The result is a 
linear relationship between thrust and leak rate at a ratio 
of 0.0373 plb/cm3/h. As a proof check for the analytical 
results, a test program has been established to measure 
directly, in vacuum, the nozzle thrust using spare valves 
from the Mariner IV and V cold gas systems. A valve 
cutaway view is shown in Fig. 3. The thrust stand was a 
torsional balance in which a 0.005-in.-diam stainless-steel 
music wire supported the thrusting system (a 5-in.-diam 
pressure vessel, feeding valves, tubing, a manifold, jet 
valve, and nozzle) on an aluminum platform. The thrust 
stand was contained in a small vacuum chamber. The 
readout mechanism consisted of a lamp and a photocell 
shadowed by an arm extending from the thrust platform. 

‘By E. A. Laumann, JPL Environmental Sciences Division. 
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Fig. 3. Cutaway view of Mariner IV valve 
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Fig. 4. Thrust platform and readout mechanism 

The thrust platform and readout mechanism are shown 
in Fig. 4. 

Three valves were tested at average leak rates of 3.8, 
5.0, and 13.5 cm3 (std)/h, respectively. The leak rate varied 
considerably during the test, especially for the latter valve. 
The results are shown in Fig. 5 along with Laumann’s 
analytical results, showing considerable correlation. The 
results of this test program will enable the trajectory 
analysts to take into account realistic values of the thrust 
produced by leaking jet valves both in predicting the 
future spacecraft dynamic behavior and in analyzing the 
past spacecraft telemetered flight data. 

6. Dynamic Simulation Utilizing Thrust Profile, 
L. L. Schumacher 

1. Introduction 

Many new types of low-thrust reaction devices 
(thrusters) have been developed in recent years. In addi- 
tion, many of the conventional thruster designs have been 

LEAK RATE, cm3(sfd]/h 

Fig. 5. Nozzle thrust versus leakage flow rate 

modified using new thrust delivery techniques. In many 
cases, the transient thrust characteristics of these thrusters 
are radically different than the ideal or desirable thrust 
characteristics. 

Initially, thruster selection for a given mission is made 
on the basis of the ideal or steady-state thrust require- 
ments. If a thruster is considered which has transient 
thrust characteristics that deviate markedly from the 
ideal, it would be wise to examine the dynamic interac- 
tion of spacecraft, attitude-control systems, and thrusters. 

To evaluate the effects which thruster transients have 
on a spacecraft, a DSL/SO digital simulation program was 
written. The program is capable of simulating attitude- 
control systems in a wide variety of spacecraft. 
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The following features are also realized in the simula- (5) l/a is the time constant of an assumed exponential 
tion program: decay of thrust. This is called tailoff. 

(1) Rigid body model. 

(2) Six degrees of freedom. 

(3) Nonlinear sensor models. 

(4) Three-axis thruster control system. 

(5) Three-axis momentum wheel control system. 

(6) Momentum wheel unloading system. 

(7) Inter-axis coupling. 

(8) Accurate model of thruster transient characteristics. 

(9) Various attitude-control modes. 

(10) Accurate gas consumption calculations in each 
mode. 

This article elaborates on a few of the above features, 
and presents a sample of the results. 

2. Thruster Transient Characteristics 

In spacecraft dynamic analysis, the thruster transient of 
interest is the “thrust profile.” This is the locus of thrust 
versus time. Figure 6 is a typical thrust profile of a 
reaction-jet type of thruster. The following are properties 
of interest in a thrust profile: 

(1) T ,  is the time it takes to establish current in the 

(2) T ,  is the time the thrust has reached its steady-state 

(3) T ,  is the shutoff signal time. For various modes of 
operation the thruster systems are artificially rate 
compensated. This requires that a “minimum on 
time” should be greater than T,. 

inductive coil and overcome poppet inertia. 

value. 

(4) T ,  is the time when the valve has closed. 

I 
I 

t 
0 

TIME- 

Fig. 6. Thrust profile 

This program is designed so that the control torque profile 
is a very close approximation of the actual thrust profile 
times a constant (the moment arm). The above properties 
are only indicators to the experienced analyst that a poten- 
tial stability problem exists. However, the danger of con- 
trol instabilities as well as the possibility of introducing 
unacceptable pointing errors are eliminated using this 
program. (This, of course, depends on how closely the 
models approximate actual hardware.) 

3. Attitude-Control Systems 

The program has two basic control systems built in. 
Both the thruster control systems and the momentum 
wheel systems have the following error signal inputs 
available: 

(1) Position sensor outputs. 

(2) The output of rate-sensing devices such as gyros. 

(3) Derived-rate type of compensation. 

In addition, any combination of the above three can be 
obtained. In this manner, most conventional attitude- 
control modes can be simulated, and the control system 
parameters sized using linear analysis methods are sub- 
jected to the most realistic tests. 

4. Results 

The model chosen was the ATS-4 of Ref. 1. The control 
modes simulated were as follows: 

(1) Initial rate reduction. 

(2) Sun acquisition. 

(3) Momentum wheel unloading during a commanded 
turn. 

The thrust profile model is typical of a cold gas system, 
and similar to Fig. 6 (see Ref. 2). 

In all modes the model was stable. However, Figs. 7 
and 8 illustrate the effect of using a thrust profile as 
opposed to an ideal square-wave thrust form. Figure 7 
plots principal axis rates versus time in the rate reduc- 
tion mode. Indicated is the increased time necessary for 
the reduction in the pitch and roll axes using a model 
thrust profile other than the ideal. Figure 8 is a yaw plane 
during a sun acquisition. Here again, the model thrust 
profile, which is very near ideal, produces a phase plane 
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20 5. Conclusions 

- PITCH The computer program is functionally complete at 
this time. All modes of interest have been successfully 
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The major stumbling block is obtaining thrust profile 
information. When more information of this type is accum- 
ulated, significant improvement in the analysis of attitude- 
control systems using thrusters will be possible. 
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noticeably different than that produced by an idea1 thrust 
form. 

A more detailed treatment of this case can be found in 
a JPL internal document.= 

ZSchumacher, L. L., Status of Computer Program for Thrust Pro- 
file Analysis, May 8, 1969. 

D. Design and Prototype Development of the 
Pulse-Width Modulator and the Armature 
Current Direction Sensor for the Minimum- 
Energy Controller, Y. E. Sahinkaya 

1. Introduction 

This article summarizes the design calculations of the 
pulse-width modulator and the armature current direc- 
tion sensor; laboratory test results on the integrated con- 
trol system for the minimum-energy controller (SPS 37-56, 
Vol. 111, pp. 138-144) are also presented. 

2. Pulse-Width Modulator 

The primary function of the pulse-width modulator is 
to supply firing signals to the silicon-controlled rectifier 
(SCR) gate circuits of the dc-to-dc voltage converters in 
such a way that the armature voltage of the motor is con- 
trolled according to the optimal control law during the 
motoring and generating modes of operation. The oper- 
ation of the motor at any instant of time, in either the 
motoring or generating mode, depends on the difference 
between the instantaneous values of optimal control and 
back emf voltages. If the optimal control voltage is greater 
than the back emf voltage at any instant of time, the 
armature current direction sensor switches on the voltage 
supply for the control circuit of the first portion of the 
pulse-width modulator, which in turn yields the motoring 
mode of operation. The voltage supply €or the control 
circuit of the second portion of the pulse-width modu- 
lator is switched off automatically. If the optimal control 
voltage at any instant of time is less than the back emf 
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voltage, the armature current direction sensor switches 
on the voltage supply for the control circuit of the second 
portion of the pulse-width modulator, which in turn yields 
the generating mode of operation. The voltage supply 
for the control circuit of the first portion of the pulse- 
width modulator is switched off automatically. The two 
portions of the pulse-width modulator have identical 
circuits. 

The requirements to be satisfied by the pulse-width 
modulator are determined from the design considerations 
of the dc-to-dc voltage converters. The requirements are: 

Pulse frequency: 250 Hz. 

Minimum pulse-width: 400 ps. 

Maximum pulse-width: 3.6 ms. 

Maximum firing signal to SCR gate circuits: 6.8 V. 

Maximum current to SCR gate circuits: 40 mA. 

Nominal pulse-width of the firing signal to SCR 
gate circuits: 20 ps at 6.8 V. 

The input voltage to the pulse-width modulator is related 
to the conduction duration of the main SCR by a linear 
relationship. 

The values of the circuit elements of the pulse-width 
modulator are determined by utilizing the basic principles 
of linear circuit theory, solid-state device theory, and by 
carrying out the necessary experimentation on the proto- 
type pulse-width modulator. Figure 9 shows the final 
values of the circuit elements of the pulse-width modu- 
lator. 

In the design of the pulse-width modulator, the follow- 
ing procedure has been used: 

(1) A unijunction relaxation oscillator (Ref. 1) is de- 
signed to generate a sawtooth waveform with a stable 
frequency of 250 Hz and a peak value of 6.8 V. This is 
accomplished by charging the 0.1-pF capacitor with a 
constant current from the collector circuit of M8. The 
emitter circuit of M5 provides the necessary bias level, 
which is linearly proportional to the optimal control 
voltage, for the sawtooth voltage waveform in order to 
obtain the pulse-width modulation action. Whenever the 
amplitude of the capacitor voltage exceeds the amplitude 
of the emitter bias voltage of M5 within the period of 

relaxation oscillation, the collector voltage of M7 is ap- 
plied to the base circuit of M10 of the Schmitt trigger 
in such a way that the desired firing signal is generated 
across the primary winding of pulse transformer T1 
(Fig. 9). The secondary winding of T1 is connected to 
the gate circuit of the main SCR of the dc-to-dc voltage 
step-down converter, i.e., motoring mode of operation. 
The circuit which includes all the elements between zener 
diode Z6 and pulse transformer T1 is the control circuit 
of the first portion of the pulse-width modulator. 

(2) A Schmitt trigger, which is controlled by the 
Schmitt trigger of the control circuit, is designed to gen- 
erate the desired firing signal to the primary winding 
of pulse transformer T2. The secondary winding of T2 
is connected to the gate circuit of the commutating SCR 
of the dc-to-dc voltage step-down converter. The bias 
circuit of M12 is adjusted such that whenever the tran- 
sistor M l l  turns off, a firing signal is generated across 
the primary of T2. This in turn causes the commutating 
SCR to turn off the main SCR in the dc-to-dc voltage 
step-down converter. 

The operation of the pulse-width modulator is de- 
scribed schematically in Fig. 10 for two particular ideal- 
ized conditions. The conduction duration of the main 
SCR is linearly proportional to the average voltage avail- 
able at the motor armature circuit. 

3. Armature Current Direction Sensor 

The armature current direction sensor controls the 
mode of operation for the pulse-width modulator. It con- 
sists of a comparator circuit and two Schmitt trigger 
circuits. The Schmitt triggers turn on or off the voltage 
supply to one of the control circuits of the pulse-width 
modulator depending on the polarity of the error signal 
between the sample signals of the optimal control and 
back emf voltages. The only requirement to be satisfied 
by the armature current direction sensor is the provision 
of a deadband between the positive and negative error 
signals. This is desired for reasons of reliability. 

The values of the circuit elements of the armature 
current direction sensor are determined by utilizing the 
same principles as mentioned in Subsection 2. Figure 11 
shows the circuit elements of the armature current direc- 
tion sensor with their final values. The interface relation- 
ship between the configurations of the armature current 
direction sensor and both portions of the pulse-width 
modulator is also shown. 
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Fig. 10. Ideal characteristics of the 
pulse-width modulator 

4. laboratory Test Results 

The prototype pulse-width modulator and armature 
current direction sensor has been tested under simulated 
laboratory conditions. It has been observed that all re- 
quirements of this subsystem as specified above are 
satisfied. 

The salient features of the pulse-width modulator are 
studied by using a high-speed oscilloscope which is fitted 
with a camera. It has been determined that the pulse- 
width modulator is capable of varying the conduction 
duration of main SCRs from 10 to 90% of their maximum 
conduction durations during the motoring as well as gen- 
erating modes of operation. 

Figure 12 shows a typical sample of the firing char- 
acteristics of the pulse-width modulator for 20 and 80% 
conduction durations of the main SCR. Note that the 
negative values of the pulse voltages are caused by the 
free-wheeling actiorr of the zener diodes which are placed 
in parallel with the secondary windings of T1 and T2. 
The relationship between the input voltage to the base 

circuit of QS and the conduction duration of the main 
SCR is shown to be approximately linear over the work- 
able range. 

5. Conclusions 

The combined operation of the pulse-width modulatox 
and the armature current direction sensor is vital to the 
operation of the minimum energy control system. Hence, 
every conceivable effort has been made to ensure that 
it will operate very satisfactorily at all times under ex- 
pected working conditions. In this connection, the proto- 
type model has been subjected to various tests in the 
last 4 to 5 weeks under laboratory conditions. The results, 
so far, have been very satisfactory. - 

Reference 

1. Transistor Manual, Unijunction Transistor Circuits, Seventh 
Edition. General Electric Co., Syracuse, N. Y., 1964. 

E. Digital Sun Sensor, L. F. Schmidt 

1 .  introduction 

The sun sensors used on the Mariner series spacecraft 
are calibrated to provide accurate error angle outputs 
only near the deadband limits of k O . 2 5  deg. Spacecraft 
design studies for the outer-planet missions, including 
Grand Tour, indicate the need for sun sensors of a com- 
pletely different type. This need is predicated by the 
requirement to operate over a very wide range of solar 
intensity and by the technique to be used for antenna 
pointing. Pointing of the spacecraft high-gain antenna is 
accomplished by biasing the output of the sun sensors 
in both pitch and yaw. The attitude-control system to null 
out this bias then turns the entire spacecraft to achieve 
antenna pointing. This technique requires high sun sensor 
accuracy over the total sun sensor field of view (FOV). 
Initial trajectory analysis data for the Grand Tour mission 
indicates that an FOV of +-3 deg in pitch and t 2 4  and 
- 12 deg in yaw will meet the mission requirements. 

Two different types of optical systems for the sensor 
have been considered, one for each axis to minimize the 
size of the required size of the detector arrays. Design 
studies showed, however, that two very similar systems 
would result in acceptable detector sizes and minimize 
.the volume of the sun sensor. 

A single-axis breadboard having a +3 deg FOV is 
being constructed. The information gained from testing 
will be applicable to the subsequent design of a two-axis 
engineering prototype. 
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Fig. 12. Firing charaeteristics of the 
pulse-width modulator 

2. Detector Design 

A cadmium sulfide detector array has been designed. 
Cadmium sulfide detector material of the recrystallized 
type was chosen in preference to silicon because it has 
better resistance to radiation and high detectivity at low 
light levels. 

The detector array is illustrated in Fig. 13. The illumi- 
nated strip is formed by imaging the sun on the detector 
using a cylindrical lens. As the spacecraft pitch attitude 
changes, the strip image of the sun is swept across the 

detector. This causes a negative or positive voltage to 
appear at each output terminal as controlled by the gray 
code pattern. The gray code is used instead of a binary 
code to prevent ambiguities that occur with binary coding 
because the code mask tolerancing and detector non- 
uniformities can result in simultaneous or reverse order 
switching of two or more bits. The gray code, sometimes 
referred to as reflected binary, requires only one bit to 
change state at one time. 

As the illuminance decreases with increased distance 
from the sun, the illuminated portion of each cadmium 
sulfide strip increases in resistance. However, at the out- 
put electrodes, the voltage zero crossings shift only by 
the amount caused by the non-uniform characteristics 
of the detector strip pairs. Figure 14a illustrates a pair of 
detector strips required to produce one bit of the output 
word at 1 astronomical unit (AU) and the associated trans- 
fer function. Figure 14b illustrates the same information 
at 30 AU. The sun image width change causes large vari- 
ations in the transfer function; however, the zero cross- 
ings occur at essentially the same position. The signal 
processing circuitry will generate a 1 or 0 output bit 
depending on whether the detector output is on the plus 
or minus side of zero voltage. 

The detector design illustrated in Fig. 13 has been 
designed in detail and procurement of four detectors from 
a vendor is scheduled for July 1969. 

3. Optical Design 

A narrow slit aperture was considered in lieu of a 
cylindrical lens. The narrow slit approach would cause 
the detector to operate over an extreme variation in 
illuminance: 12,600 ft-cd at 1 AU and 14 ft-cd at 30 AU. 
The cylindrical lens approach reduces this incremental 
change at the detector to 12,600 ft-cd down to 840 ft-cd, 
as indicated in Fig. 14. The cylindrical lens also allows 
the range of illuminance to be shifted by means of aper- 
ture sizing. It allows a sealed design that is less susceptible 
to contamination and provides a surface for control of 
the spectral content of the energy entering the sensor, 
through means of an interference filter. 

For the pitch axis, a cylindrical lens having a focal 
length of 3.5 in. was designed and evaluated using a JPL 
.computer ~ r o g r a m . ~  It was found to have sufficient depth 

3The description of this program is covered by Firnett, P. J., and 
Wilson, L. A., FORTRAN Optical Lens Design Program, Vols. I, 
11, and 111, TR-67-700-10-2. Prepared under JPL contract by 
Informatics, Inc., Los Angeles, Calif., Oct. 1, 1968. 
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Fig. 13. Detector array 

of field to allow use of a flat detector array at the image 
plane. 

Use of the same techniques for the yaw axis would 
require a detector length of approximately 3.5 in. because 
of the increased FOV. The state of the art in recrystal- 
lized cadmium sulfide detectors allows fabrication of 
sizes up to 2 inches square. Uniform characteristics can- 
not be attained with larger detectors using current process- 
ing techniques. 

For this reason, the optical configuration illustrated in 
Fig. 15 was evaluated. In this system, element 1 images 
the sun on a gray code mask deposited on the flat surface 
of element 2. Elements 2 and 3 image the front aperture 
on the detector surface with the energy passing through 
lens 4, which is an array of cylindrical lens elements. Each 
cylindrical element images a row of coded slots onto the 
appropriate cadmium sulfide strip. Two elements of the 
array are required for each output bit. Assuming a 10-bit 
word is required to cover the 39-deg total FOV, 20 cylin- 
drical elements are required in the array. Design studies 
resulted in a required detector length in the pitch direc- 
tion of approximately 3.2 in., even though the dimension 

-4 Vdc 
TERMINAL 

along the yaw axis was reduced to 0.25 in. Although two 
separate detectors could be used, the sensor’s physical 
size becomes unacceptably large and the optical system 
relatively complex when using this approach. 

As was shown in Fig. 13, the gray code pattern is sym- 
metrical in the direction of the cadmium sulfide strips. 
Using the optical technique illustrated in Fig. 16, a half- 
length pattern may be used. Lens A illuminates the detec- 
tor when the solar input comes from the right of vector 2. 
Lens B illuminates the detector when the solar input 
comes from the left of vector 2. In order to generate the 
most significant bit, the associated cadmium sulfide strips 
are located near the edges of the substrate, one being 
energized by lens A and the other by lens B. This tech- 
nique allows use of a detector of approximately 1.6 by 
0.650 in. The length of the sensor along the optical path 
can also be reduced to about one-half compared to the 
aforementioned system. 

4. Electronic Circuitry 

The signal processing circuitry is described by the fol- 
lowing conceptual philosophy as related to the attitude- 
control constraints. In general terms, the gray code word 
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from the detector is fed into a storage register in a paral- 
lel manner. Each bit is transmitted into a shift register, 
also in parallel. The shift register can be read out by 
the attitude-control logic, while it maintains a disable 
command to prevent the word from changing. The read- 
out is accomplished serially to reduce the number of wires 
between the sun sensor and the attitude-control logic. 
The wire cable will be on the order of 20 ft in length. The 
serial readout reduces the estimated number of wires 
from 24 to 7. 

5. Breadboard Fabrication and Testing 

The construction of the optical mechanical breadboard 
is 95% complete with the exception of the detector; bread- 
boarding of the electronics has started. 

Initial testing of the breadboard is scheduled to begin 
in July upon receipt of the detectors. 

The first test module to be constructed will be designed 
to monitor the output at the detector. Testing of this 
partial system is planned to proceed in parallel with the 
development and testing of the complete test console. 

6. Accuracy 

The estimated resolution and accuracy are shown in 
Fig. 17. At 1 AU, the resolution is limited to 0.2 deg 
because the sun's angular diameter produces an illumi- 
nated strip too wide to operate the detector's three least- 
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studies on optimal or near-optimal self-contained termi- 
nal guidance and control systems that can operate in an 
unmanned landing vehicle. Because of the imperfectly 
known and unpredictable planetary atmospheric condi- 

control system is a filtering scheme by which the dynami- 
cally relevant atmospheric parameters can be estimated 
on-line (Le., in real time), based partly on the current 
on-board measurements of the atmospheric flight data 
and partly on the a primi knowledge of the physics of the 
atmospheric flight. There is, however, a severe practical 
constraint: the design of an appropriate filter scheme 
must not be overly complex to cope with the memory and 
computing capacity of a weight-limited on-board flight 
computer. 
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Fig. 17. Estimated accuracy/distance from sun 

significant bits. At approximately 2 AU, two significant 
bits are inoperative for the same reason. At approximately 
4 AU, the two remaining significant bits operate correctly 
since the code slots that generate these bits are equal in 
width. 

In order to achieve the 0.025-deg resolution bit at 4 AU, 
two pairs of cadmium sulfide strips are employed (output 
channels S and 9 in Fig. 13). The coded pattern of one 
leads the other by one-half of the code slot width. These 
two detector outputs 8 and 9 are combined with the ap- 
propriate digital logic elements to produce 1 output bit. 
The complete error angle is then expressed by an 8-bit 
word. 

The absolute accuracy is dependent on the resolution, 
the mechanical tolerances to which the code mask can be 
manufactured, the variation in detector characteristics, 
variation in signal processing circuitry characteristics, 
stray light effects, the mechanical stability of the optical 
alignment, and cross-coupling effects. Tests of the bread- 
board sensor will provide an empirical evaluation of the 
relative importance of these error sources. 

On-line estimation of the dynamically significant atmo- 
spheric parameters is essentially a nonlinear filtering prob- 
lem because of the nonlinear mathematics associated with 
the dynamical and measurement equations of the atmo- 
spheric flight of a vehicle. In a previous comm~nication,~ 
a successful approximate nonlinear filtering technique 
was developed for sequential (i.e., on-line) estimation of 
state variables of a ballistic vehicle operating in an imper- 
fectly known atmosphere. (The developed technique 
resulted in 90-95% reduction of mathematical operations 
that were needed to mechanize a corresponding non- 
linear full filter scheme. Moreover, the approximate non- 
linear filter provided better tracking performance than 
the corresponding full filter.) The developed approxima- 
tion technique was restricted, however, to estimation 
problems with all state variables available for measure- 
ments. Clearly, this is not the case when physical con- 
stants (e.g., atmospheric density and density profile) must 
be estimated on-line by a dynamical filtering technique. 
Thus, to cope with such types of filtering problems when 
not all states are available for measurements, the approxi- 
mate nonlinear filtering technique developed in Foot- 
note 5 must suitably be reformulated and extended, if 
possible. 

In this article, a suitable reformulation and extension of 
the approximate nonlinear filtering technique of Foot- 
note 5 is discussed and demonstrated. Aided by extensive 

F. On-line Estimation of Atmospheric Parameters 
by an Approximate Nonlinear Filtering 
Technique, A. K. Bejczy4 

digital simulation studies, it has been found that a prop- 
erly constructed constant-gain (or constant “covariance”) 
nonlinear filter scheme can also be successfully applied to 
on-line estimation of atmospheric parameters. Because of 

SBejczy, A. K., Sequential Estiination of States of a Ballistic Vehicle 
in Zmperfectly Known Atmosphere, Technical Report 32-1405. 
Jet Propulsion Laboratory, Pasadena, Calif. (in press). 

1. Introduction 

Plans for landing missions to distant atmospheric 
planets (e.g., to Mars) generated interest in analytical 

4Research completed during the tenure of a National Research 
Council Postdoctoral Resident Research Associateship at JPL, sup- 
ported by NASA. 
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its structural simplicity, this filter scheme can be imple- 
mented without requiring excessive computing capacity 
on board a landing vehicle. Again, the constant-gain 
(approximate) nonlinear. filter scheme provides better 
tracking of the atmospheric parameters than the corre- 
sponding nonlinear full filter. For the sake of brevity, onIy 
a restricted vertical descent problem is presented. 

where yl and y, can be outputs of a radar altimeter and 
radar velocity sensor, respectively. 

Now, the problem is to estimate the current ‘best” value 
of the state vector x = {xl, x,, x3}  in a sequential manner, 
given noisy linear observations on x1 and x2. Note that 
there are no observations on xs. 

2. Vertical Descent Through a n  Imperfectly 
Known Atmosphere 

The atmospheric drag parameter is by definition a con- 
stant but due to its imperfectly known value it will be 
defined as a dependent state variable having zero time 
derivative. Adopting the quadratic drag law and the 
inverse-exponential atmospheric density distribution, the 
vertical motion of the center of gravity of a vehicle in 
free-fall is described by the following system of ordinary 
nonlinear differential equations: 

3. Maximum Principle least-Squares Nonlinear Filter 

In the case of a linear observation vector h, the continu- 
ous formulation of the multidimensional maximum prin- 
ciple least-squares (MPLS) nonlinear filter (Ref. 1) has the 
structure 

2 = f ( ~ >  + 2PZ,Q [y(T) - h] (5) 

where 

z = estimated value of n-dimensional state vector x 

T = running estimation (and observation) time 
x1 = - 2 2  (1) 

I t ,  = g - kx&exp(-bx,) + n (2) 

(3) 2, = 0 
f (2) = system equations, n-vector function 

h (2) = H z ,  observation equations, m-vector function, 
m 4 n, and H is an m n matrix 

where the dot denotes time derivative, and 
f,, h, = Jacobians of f and h, respectively; the bar de- 

x1 = altitude 

x2 = velocity 

notes their transposes 

Q = quasi-norm factor, positive semi-definite m 0 m 

x3 = ground-level atmospheric density 

g = acceleration of gravity, a constant 

b = scale factor, a constant 

matrix related to the observations; we take 
Q = 1, identity matrix 

R = (M) W-l, inverse of positive definite n n quasi- 
norm matrix W related to system equations 

k = a constant, related to mass and geometrical design 
of vehicle; hence, K = kx3 = atmospheric drag 
parameter 

P = gain (or approximate “covariance”), n n sym- 
metric matrix 

n = unknown dynamic inputs, inclusive stochastic Thus, the full MPLS nonlinear filter scheme for estimat- 
ing altitude, velocity, and ground-level density, given 
noisy altitude and velocity measurements, is expressed 
by the following system of ordinary nonlinear differential 
equations: 

(7) 

forces 

Thus, in his restricted formulation, the estimation of the 
imperfectly known atmospheric drag parameter is equiva- 
lent to estimating the ground-level density of the atmo- 
sphere during the vehicle’s atmospheric descent. 

2, = -.z, + 2p,, (yl - z,) + 2p,, (y, - z.) 

The observation vector is assumed to be linearly related 
to the states 

(il) = (::) + noise 

JPL SPACE PROGRAMS SUMMARY 37-57, VOL. 111 109 



where A = k exp ( - bz,). 

It must be observed that Eqs. (7-15) form a coupled 
system of ordinary nonlinear differential equations of 
stochastic character; the “state estimator equations” 
(Eqs. 7-9) are of stochastic nature because of the noisy 
yi forcing terms, while the gain (or “covariance”) equa- 
tions (Eqs. 10-15) are of stochastic character because of 
the explicit appearance of zi as coefficients for some of 
the Pij  terms. 

The characteristic feature of Eqs. (7-9) is their asym- 
metry in the P i ,  terms: there is no PI, term in Eq. (7), 
no P,,  term in Eq. (8), and no P,,  term in Eq. (9). Thus, 
the “diagonal reduction technique” developed previously 
(Footnote 5) can not be applied immediately for these 
filter equations. The only immediate simplification that 
might be introduced into Eqs. (7-15) is to put P, ,  =P , ,  =O.  
This simplification can be motivated by the “double role” 
of the PI, term in Eqs. (7) and (8): P,,  transmits contribu- 
tions from velocity measurements to estimating altitude, 
as well as transmitting contributions from position mea- 
surements to estimating velocity. 

Extensive digital simulation studies were carried out on 
Eqs. (7-15) by solving them for different combinations of 
zz (0), Pii  (0), and Rij values applying gaussian and/or 
uniform noise distribution. Regarding the filter’s response 
characteristics, the simulation studies clearly displayed 
several important features of Eqs. (7-15). 

The filter’s tracking performance remains unaltered 
or, in some cases, it even improves when the simpli- 
fication lb,, = P,,  = 0 is introduced into the filter 
scheme. 

Some of the Pij  terms settle down on constant values 
very soon after the initiation of the filtering process, 
while the other Pi j  terms vary very little with time. 

Thus, after a short transient time, the gain equations 
exhibit an approximately algebraic structure. Note 
that this algebraic structure is nonlinear since the 
Pij = 0 equations remain second order in the Pi j  

terms. Note also that these nonlinear algebraic 
equations have time-varying coefficients because of 
the time-varying character of zi. 

The transients of the gain equations cope very 
closely with the transients of the estimated trajec- 
tories on the time scale; i.e., the filter tracks the 
“true” trajectories beginning from that time point 
where the gains settle down on constant values or 
where the gains start to vary very little. 

The settled-down values of the Pi j  terms strongly 
depend on the selected Rij values. As a rule, higher 
Rij values yield higher steady-state values for P i j .  

It is also noted that high Ri, values result in shorter 
transieiits than the low ones, while the low Rij 
values yield smoother estimates (i.e., less error) 
than the high ones. 

(5) The filter’s response is relatively insensitive to the 
initial error distribution. 

It must be noted, finally, that all these characteristics 
of Eqs. (7-15) closely parallel the results obtained earlier 
for such cases where the state estimator equations were 
symmetric in the P z j  terms. 

4. Constant-Gain Nonlinear Filter 

Motivated by the response characteristics of Eqs. (7-15), 
a constant-gain diagonal filter was constructed by putting 
P,,  = P,,  = Fl3 = P,,  = P,,  = P33 = 0 in the filter equa- 
tions and applying the settled-down values and/or the 
average steady-state values of the P,j terms as constants 
in the state estimator equations from the initiation of the 
filtering -process. Thus, the on-line solution (or mechaniza- 
tion) of all gain equations is omitted in this approximate 
filter scheme. The constant-gain filter for sequentially esti- 
mating altitude, velocity, and ground-level atmospheric 
density then reads 

2, = -zz + 2p;, (y, - z,) + 2P;, (y2 - z,) (161 

i, = g - AZ~Z; + 2 c ,  ( ~ 1  - 2,) + 2P& (yz - z,) (17) 

23 = 2PT, (y1 - G) + 2Pz, (yz - z2) (18) 

where now the terms are constants. 
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A further simplification can be obtained in the 
constant-gain nonlinear filter scheme by putting PT, = 0 
in Eqs. (16-18). 

Digital simulation studies were carried out on the 
constant-gain nonlinear filter by solving Eqs. (16-18) for 
different sets of values for the PTi constants and by apply- 
ing gaussian and/or uniform noise distribution for the 
dynamic noise as well as for the observation noise. The 
main results of the digital simulation studies can be sum- 
marized as follows: 

The constant-gain nonlinear filter has better re- 
sponse characteristics than the corresponding non- 
linear filter with time-varying gains. 

The filter’s tracking performance is determined by 
the selected values for the P:i constants: high €‘Ti 
values shorten the transient time for the estimated 
trajectories and increase the amplitude of the tran- 
sients; low cj values yield smoother estimates, i.e., 
they yield less steady-state error after the transient 
part has been passed. 

There is a certain range for the individual P’Zi values 
outside of which the filtering process loses its mean- 
ing: the estimated trajectories may diverge, the 
estimation errors may no longer be distinguishable 
from the measurement errors (MEs), or the estima- 
tion errors may exceed the measurement errors. The 
range for the individual PTr values, within which 
the constant-gain nonlinear filter yields converging 
and sufficiently smooth estimates, is typically of one 
or two orders of magnitude. 

The initial error distribution, i.e., the assumed value 
of x ( O ) ,  affects only the transients of the estimated 
trajectories: z (0) = 0 yields the longest transient 
time, while any other physically meaningful x (0) 
tends to shorten it. 

Some representative results regarding the tracking per- 
formance of the constant-gain nonlinear filter are depicted 
in Figs. 18 and 19.6 Figures 18a, b, and c refer to a filter 

scheme with PT, = 0, while Figs. 18d, e, and f depict the 
estimated trajectories belonging to the same cases but 
with PT, # 0. It can be seen that the only difference 
between the performances of the two filter schemes is in 
the transients of the estimated trajectories: the simplest 
filter scheme (where PT, = 0) tends to yield shorter tran- 
sient time and smaller transient amplitudes for the esti- 
mated trajectories than the slightly more complex filter 
scheme (where P’f2 f. 0). It is clear from these figures, 
however, that after 8-15 s of transient time both filter 
schemes yield stable and suEciently smooth estimates of 
the “true” value of the ground-level atmospheric density, 
which was considered as unknown or known only with 
a high degree of uncertainty at the initiation of the filter- 
ing process. The 8-15 s transient time means that the filter 
must be in on-line operation in 8-15 s of real flight time to 
obtain a steady-state estimate on the ground-level atmo- 
spheric density. I t  must be observed that the filter tracks 
the “true” values of altitude and velocity much faster 
(typically, there is only 1 to 2 s of transient time for the 
estimated altitude and velocity) than the “true” value of 
the ground-level atmospheric density. The difference in 
the transient time is because the altitude and velocity are 
measured states, while the ground-level atmospheric den- 
sity is not available for measurement; its value is esti- 
mated through altitude and velocity measurements. 

Figure 19a shows how the “time histories” of the 
estimates on the ground-level atmospheric density are 
affected by changing the values of the constant gains in 
the filter scheme: the transient time can be decreased 
by increasing the relevant constant gains (Le., PT, and 
Pi,) but at the expense of increased steady-state estima- 
tion error (SSEE). Note, however, that the steady-state 
estimation error is also strongly dependent on the noise 
level of the altitude and velocity measurements. Thus, 
decreased noise level in the altitude and velocity measure- 
ments would yield, for higher constant filter gains, shorter 
transient time and less steady-state estimation error. For 
instance, 0.5% error in altitude and velocity measurements 
would yield, for the same constant gains as in Fig. 19a, 
only 5 to 6 s of transient time and only 3 to 4% of steady- 
state estimation error for the value of the ground-level 
atmospheric density. 

&In the simulation studies the terminal phase of a typical Mars soft- 
landing problem was considered: a 1OOO-lb lander at 30,000-ft 
altitude with 800-900-ft/s velocity; the ground-level atmospheric 
density was assumed to be somewhere in the range of 0.5 X IO5 
to 3.5 x IO-’ g/cms; for the inverse-exponential atmospheric 
density distribution scale factor, a value of 2.15 X 1CP ft-‘ was 
used. 

Figure 19b gives the tracking reliability of the constant- 
.gain nonlinear filter. With the same set of properly se- 
lected constant gains, the filter yields the same excellent 
tracking of the “true” values of the ground-level atmo- 
spheric density in a reasonably wide numerical range of 
the “true” parameter value. 
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Fig. 18. Time histories of states and  one  parameter estimated on-line 
by a constant-gain nonlinear filter 
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Fig. 19. Time histories of on-line estimated atmospheric parameter for different constant nonlinear filter gains 
and different "true" atmospheric parameter values 

Fig. 20. Functional configuration of constant- 
gain nonlinear filter scheme 
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Figure 20 displays the functional configuration of 
the constant-gain nonlinear filter scheme given by 
Eqs. (16-18) for sequentially estimating altitude, velocity, 
and ground-level atmospheric density during vertical de- 
scent of a soft-landing given noisy altitude and velocity 
measurements. Clearly, the functional structure of this 
filter scheme is much simpler than the functional struc- 
ture of the corresponding nonlinear filter with time- 
varying gains. The mechanization of the constant-gain 
nonlinear filter can be accomplished by 90% reduction of 
the mathematical operations that were needed to mecha- 
nize the corresponding nonlinear filter with time-varying 
gains. (It must be noted that, for the cases depicted in 
Figs. 18 and 19, the simulation time of the constant-gain 
nonlinear filter on an IBM 7094 computer is shorter than 
the actual simulated flight time!) 

In conclusion, it is emphasized that, at the present 
stage of development, there is no way other than simula- 
tion studies for anaIyzing the performance characteristics 
of the constant-gain (or of any approximate) nonlinear 
filter. Thus, the approximations developed and discussed 
should primarily be viewed in relation to the particular 
application treated in this article. This caution is generally 
justified when the problem is nonlinear since, in such 
cases, the application itself also enters into the analysis 
and design of the filter scheme (Refs. 2 and 3). 
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G. Solar Electric Spacecraft Attitude Control 
Flexible Solar Arrays, G. E. Fleischer 

1. lnfroduction 

A “hybrid coordinate” approach to the dynamic model- 
ing of spacecraft structures has been developed by Likins 
and Gale (Ref. 1). The particular advantages of this 
method include the capability of handling nonlinear 
mechanisms such as momentum wheels and/or the rela- 
tively large motions (translational or rotational) of rigid 
appendages along with the relatively small deformations 
of flexible appendages. The only requirement for apply- 

114 

ing the hybrid coordinate approach is that the rigid base, 
to which the flexible (and rigid) appendages are attached, 
undergo small motions or have nearly constant angular 
velocity. Normal modes of vibration can then be found 
to describe the flexible body motions of the system. 

A hybrid coordinate model of a solar electric spacecraft 
configuration was derived and programmed for computer 
solution. This article describes some of the results. 

2. Computer Simulations 

The dynamic model described here was applied to a 
spacecraft configuration that uses solar-powered electric 
propulsion, including what might be referred to as a “fan- 
shaped solar cell array. The fan-shaped panels represent 
a deliberate design attempt to avoid the very low natural 
frequencies (<0.1 Hz) and low damping (<0.5%) associ- 
ated with very long and narrow panels of either the fold- 
out or roll-out variety. 

Using a detailed modal analysis of the panel structures 
and a large, high-gain antenna as well, a somewhat sim- 
plified version of the equations (described in SPS 37-54, 
Vol. 111, pp. 65-69) was programmed for the IBM 7094 
digital computer in DSL/SO-Fortran IV and for an Elec- 
tronic Associates 231-R analog computer. Due to the 
relative stiffness of the ion engine translator and gimbal 
actuators (a1) > 100 rad/s), their dynamic effects were 
deleted from the system model so as not to inflict these 
high frequencies unnecessarily on numerical integration 
routines. Momentum wheels were not included in the 
initial simulations. The resulting dynamical equations are 

y -I- A$= - 2 [ 0 $  - 0 ~ 7  - @ ‘ M S E F / m  

Z$ 4- ATy = T 

or, in combined matrix form, 

[f ~ ] ~ ~ ~ = ~ T  
-2SOf j -  O’T-  G T M & F / W  

(1) 

where = - S T M  (xEz + y S E ) ,  N X 3 ( N  = number of 
modal coordinates) and the overbars are adopted to indi- 
cate that the set of modal coordinates (7) has been trun- 
cated to simplify the model and, more importantly, relieve 
the computational load as well. 

The square matrix in Eq. (1) is constant and need only 
and: be inverted once to achieve an explicit solution for 
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(of course, the right-hand side must be evaluated at each 
integration step). Values of I, A, e, Z/27r, and (PTMZE 
developed for the spacecraft configuration simulated here 
are given in Tables 1, 2, and 3. Total spacecraft weight 
was 2390 lb. Using the control system parameters devel- 
oped by Mankovitz7 with some gain changes, spacecraft 
motion was simulated under the conditions of initial 
tumbling rates amounting to 0.01 mrad/s about each axis 
(pitch, yaw, and roll) and, in effect, suddenly applied 
ion engine thrust (0.02 lb by each of 4 engines). The ion 
engine bank has also been rotated to a position 45 deg 
from the spacecraft’s x- and z-axes (in the x-z plane) to 
test the coupling thus produced between translator and 
gimbal control loops. 

- -  

39.2 

992 

Table 1. Modal frequency and damping 

9438 6.20 

6.20 7270 

- I Mode I Frequency ;/2?r, Hz I Damping factor ,( 

Mode 

1 
2 
3 

5 
6 

0.60861 
0.93037 
1.0360 
1.2616 0.01 
1.6228 0.01 
1.9434 0.01 

GTM zs, slugs x, slug-ft 

X Y 2 X Y Z - - ~ - - ~ -  
3.4629 -0.0314 0.5928 -0.5654 -79.94 -0.0778 

-0.001 0.1169 -0.0002 71.23 0.0039 11.65 
-0.7024 0 3.962 -0.0059 0.0297 0.0397 

-3.519 0.0089 -0.5992 0.1539 21.60 -0.0131 
-0.001 -0.651 -0.0004 -19.27 O.OOO1 81.16 

4 0  .-0.0033 0 -0.188 -0.0001 1.223 

Table 2. Undeformed vehicle inertia matrix (slug-ft2) 

I 13360 I 39.2 I 992 I 

Table 3. Rigid-flexible body coupling 

Figures 21 through 25 indicate the simulated response 
of the system to engine startup and the subsequent rate 
reduction. The transient vibrations of the solar panel- 
antenna structure combination are seen to couple notice- 
ably only into yaw rotations of the spacecraft bus. 

71975 Jupiter Flyby Mission Using a Solar Electric Propulsion 
Spacecraft, Mar. 1, 1968 (JPL internal document). 

-4 0 

PITCH ANGLE BP, rad 

Fig. 21. Spacecraft pitch axis response 

-8 
-4 0 4 8 

YAW ANGLE By, rad 

Fig. 22. Spacecraft yaw axis response 
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Fig. 23. Spacecraft roll axis response 

Further, it is apparent that the vibrations have no signifi- 
cant effect on the performance of the thrust vector- 
attitude-control system, so widely disparate are their 
characteristic response frequencies. Control system band- 
width extends to less than 0.01 Hz, while the natural 
structural vibrations occur at about 0.6 Hz or greater. 
Also, when the ion engine translator and gimbals are 
driven by the stepper motor, the step size and resulting 
reaction forces and torques are such that negligible exci- 
tation of the flexible structure occurs, compared with the 
engine startup transient. For this reason and for compu- 
tational efficiency, the simulation of the engine control 
system was accomplished using a continuous actuator 
model rather than a discrete one. 

Thus, it is clear that an even more flexible solar panel 
configuration could be accommodated without any prob- 
lem from an attitude-control viewpoint. If the control 

I I  

10 

TENNA FLEXIBILITY 

60 a0 100 
TIME, s 

Fig. 24. Spacecraft YQW rate vs time 

system design were to widen its bandwidth, and if very 
flimsy solar arrays of either the roll-out or fold-out vari- 
ety were to be used, another examination of control- 
structural dynamics interaction would be warranted. 
However, it appears that, at least for the solar electric 
configurations under study, spacecraft flexibilities will 
have their major impact on high-gain antenna pointing 
accuracies, etc., and have little to do with attitude-control 
performance or stability. 
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XI. Guidance and Control Research 
GUIDANCE AND CONTROL DIVISION 

A. Guard-Ring Thermionic Diode Experiments, Therefore, a diode with a guard ring but with dimensions 
similar to those of practical converters was constructed. 
With this diode we have determined: (1) emitter and 
collector work functions, (2) side-wall currents that closely 

K .  Shimada and P. L.  Cassell 

1. Introduction 

During the past two years, we have been investigating 
means for improving the electrical output of thermionic 
energy converters by reducing electron-scattering losses 
in the cesium plasma. It was demonstrated that the 
plasma-maintenance voltage could be reduced at reduced 
cesium pressure with the aid of an external magnetic field 
(SPS 37-45, Vol. IV, pp. 4245). To better understand 
this reduction, we are making a quantitative analysis of 
cesium ionization in a thermionic diode at a low cesium 
pressure. 

Since ionization occurs at thermionic emitters by sur- 
face processes and in the interelectrode gap by electron- 
impact processes, and since these processes are controlled 
by electrode work functions, an accurate knowledge of 
these values is essential for quantitative analysis. How- 
ever, the determination of emitter work functions is 
difficult in practical thermionic converters because a large 
current originating from the side walls adds to the current 
from the emitter whose work function is to be determined. 

represent those in practical converters, and (3) thermal 
characteristics of the diode. 

2. Guard-Ring Diode1 

The guard-rigg diode (Fig. 1) has a planar electrode 
geometry with an interelectrode gap of 0.010 in. (0.254 
mm). The collector, which is surrounded by a guard-ring 
electrode, has an area of 1.53 cm2 and therefore the 
defined emitter area equals 1.53 cm2 when the guard-ring 
is used properly. Niobium is used for both the collector 
and the guard ring, and tantalum for both the emitter 
and the emitter heat choke. 

Two salient features in the construction of the diode are 
the guard ring and the calorimeter. The guard ring is a 
thin-walled cylinder, fitted around the collector barrel, 
electrically insulated from it by a thin (0.010 in. = 0.254 
mm) alumina layer. Because of this construction, the 

IFabricated for JPL by the Thermo Electron Co., Waltham, Mass. 
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Fig. 1 .  Guard-ring research converter 

temperature of the guard ring remains nearly equal to 
that of the collector without the separate heating required 
for conventional guard-ring diodes. The surface of the 
guard ring, which is parallel to that of the emitter, is 
flush with the collector surface. The cylindrical sides of 
the guard ring and emitter heat choke are parallel and 
separated by a narrow gap (0.015 in. =0.381 mm), 
whereas, in contrast, the emitter heat choke faces the 
cylindrical sides of the collector in practical energy con- 
verters. Consequently, the guard ring of this research 
converter can be used to estimate the side-wall currents 
in practical converters. 

Another unique feature of this diode is the calorimeter 
section that provides for heat-flux measurements. This 
section is located between the collector heater and the 
heat sink, and has two thermocouples for measuring 
temperature gradients. Since the dimensions are accu- 
rately known, the heat flux can be determined from the 

measured temperature gradient and the known thermal 
properties of the rhenium calorimeter. 

The diode is also equipped with a copper block attached 
to the cesium reservoir to reduce temperature errors at 
the liquid-vapor interface, whose level depends on the 
cesium temperature. The emitter has a black-body hole 
(depth/diameter N €9, which is drilled in parallel to and 
separated by 0.13 in. (3.3 mm) from the emitter surface. 
Another hole is drilled into the collector barrel to accom- 
modate a deep immersion thermocouple for collector 
temperature measurements. The top of the thermocouple 
lies approximately 0.2 in. (5 mm) from the collector 
surface. The collector surface temperature was accurate 
within 5OK for all values of heat flux encountered. 

3. Measurements 

The diode was operated in an ion-rich, unignited mode 
to determine its electrode work functions. To avoid 
electron scattering, the cesium pressure was maintained 
in a range in which electron-neutral atom collisions are 
minimal. 

Volt-ampere curves of the diode, plotted with an x-y 
recorder, display directly the diode current as a function 
of the voltage measured at the potential terminals of the 
diode, which are located on its emitter and collector. The 
display may be in either linear or semilog form. 

For each measurement, the temperatures of the cesium 
reservoir and the collector were held within 0.5 deg of 
preset values by two temperature controllers. These 
temperatures were measured by uninterrupted chromel- 
alumel thermocouples referenced to 0% with the elec- 
tronic reference junctions. The emitter temperature was 
measured with an optical pyrometer, and was kept con- 
stant within 3 deg by controlling the bombarding power 
output of an electron-gun supply. 

Emitter work functions were determined from the 
saturation-electron-current density obtained from volt- 
ampere curves. During these measurements, the electric 
potential of the guard ring was electronically equalized 
to that of the collector for its entire sweep from -5 to 
f 5  v. 

The equalization was accomplished by offsetting the 
guard-ring potential until the leakage current, through a 
circuit including guard-collector leakage resistance ( ~ 1  a) 
and the current shunt, became zero. The required offset 
was approximately 1 mV, and its polarity was such that 
the parasitic thermal emf in the loop was cancelled out. 
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When equalization was achieved, the vacuum levels 
(Fermi level + work function) were also equalized, since 
the electrodes were both made of niobium and held at 
nearly equal temperatures. 

Emitter work functions determined from the saturation 
currents of the volt-ampere curves for a tantalum emitter 
are plotted against temperature ratio TE/Tc, in Fig. 2. 
The cesiated true work function is seen to equal that of 
a material with an uncesiated work function ( p o  of 4.7 V. 
This value was higher than expected for tantalum, and 
might have resulted from oxygen impurities. The apparent 
emitter work function was also determined from the total 
current from the emitter and its supporting structure to 
the collector and its guard ring. The saturation current 
of the diode was determined from the short-circuit current 
occurring at zero volts across the diode, at which any 
leakage current was also zero. Since the diode current 
actually saturated at voltages less than zero, and since 
the saturation current increased negligibly as the diode 
voltage increased, the current determined at zero volts 
practically equals the saturation current. The apparent 
emitter work function thus determined is also shown in 
Fig. 2. Note that it is less than the true emitter work 
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Fig. 2. Emitter work function vs temperature ratio 
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function by as much as 0.2 V. The observed difFerence 
in work functions is attributed to large side-wall currents 
which were added to the true emitter current during the 
measurement of apparent work functions. Total current 
thus measured was equivalent to that from an emitter 
whose work function was lower than the true work func- 
tion. From the true work functions, heat-choke temper- 
atures, and dimensions, side-wall currents were calculated 
by using a theory developed earlier (SPS 37-52, Vol. 111, 
pp. 65-68). Subsequently, apparent emitter work functions 
were deduced from the true emitter current plus the 
calculated side-wall currents. The results shown by closed 
points in Fig. 2 along the measured apparent work func- 
tion indicate the applicability of the theory for calculating 
side-wall currents. 

Collector work functions were obtained from: (1) 
emitter current measurements in the retarding voltage 
range of the volt-ampere curve, and (2) current measure- 
ments in the back-emission mode in which electrons were 
emitted mainly from the collector. Typical retarding plots 
are shown in Fig. 3. The collector work functions were 
determined from these curves by using the relationship 
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Fig. 3. Volt-ampere curve in retarding voltage range 
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where 

1 .o I 1.5 2. 

Jc = collected emitter current density, A/cm2 

A = 120 A/OK-cm2 

T ,  = emitter temperature, OK 
e = 1.6 X 10-19C 

k = 1.38 x 10-23 J/OK 

+c = collector work function, V 

V = output voltage (negative applied voltage) corre- 
sponding to current Jc, V 

The calculated work functions are shown in Fig. 4 for 
Tc/Tc,  less than 1.7. Scatter in the results as large as 
t50 mV reflects the difficulties in such measurements. 
Meaningful results can be obtained only when the electron 
space charge near the collector is neutralized, and when 
the net ion current from the emitter and the back-emission 
current from the collector are both negligible in com- 
parison with the electron emission from the collector. 
Consequently, temperature ratios Tc/Tc ,  for these mea- 
surements were restricted to the range 1.1-1.7. For values 
of Tc/Tc,  larger than 1.7, the back-emission method was 
used. Again, difficulties were experienced in obtaining 
consistent results for collector work functions. The results 
are also shown in Fig. 4, together with a typical work 

REfARDING PLOT: TE = 1200-1400°K 

TCs = 395-465°K 

T = 475-630°K C 
BACK EMISSION: TE = 1150°K 

Tcs = 400-520'K 

T = 720-750°K C 

(FROM BACK EMISSION) :'/ NIOBIUM 

function of a molybdenum collector. Present results for a 
niobium collector show that its work function is higher 
than that of a molybdenum collector by approximately 
0.1 V. (No published data are available for niobium 
collector work functions.) Difficulties arising from the 
space-charge limitation that occurred for large tempera- 
ture ratios could have been reduced if the interelectrode 
spacing were adjustable to a smaller value than our 
present 0.010 in. (0.254 mm). 

The temperatures of the collector surface were esti- 
mated from those measured by an immersion thermo- 
couple located 0.2 in. (5  mm) from the surface. Differences 
in these temperatures were calculated from the geometry 
and from heat fluxes which, in turn, were determined 
from the calorimeter. The analysis showed that the heat 
flow by conduction through metal-ceramic seals was much 
larger than that by radiation to the collector from the 
emitter at those temperatures suitabIe for measurements 
of collector work functions. The largest temperature 
difference was estimated to be 5OK, and therefore the 
errors in work-function measurements due to temperature 
errors would have been 20 mV. 

4. Conclusion 

In a guard-ring thermionic diode operating in an un- 
ignited mode, side-wall currents as large as the emitter 
current were measured. The diode had dimensions typical 
of thermionic energy converters with plane-parallel elec- 
trode geometry. It was also found that the side-wall cur- 
rents could be calculated quite accurately by using a 
theory developed earlier (SPS 37-52, Vol. 111). 

The niobium collector work functions were measured 
by a retarding-plot method for temperature ratios Tc/TC, 
between 1.1 and 1.7. For larger ratios, back-emission 
measurements were employed. Formation of an electron- 
space-charge sheath that modified the measured collector 
work function often resulted in unreasonabIy Iarge values. 
The minimum work function for this niobium collector 
was 1.5 +0.05 V occurring at Tc/Tc,  N 1.8. Although 
there are no published data for niobium collector work 
functions, our value appears reasonable in comparison 
with those of similar refractory metals including molyb- 
denum in cesium environment. 

' Work functions measured in the guard-ring diode will 
be subsequently incorporated in the quantitative analysis 
of pre-ignition characteristics in which cesium ionizations 
at electrode surfaces and in the interelectrode space occur 
simultaneously. 
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B. Thermal Noise of Injected Carriers, M-A. Nicolet* 

1. Introduction 

The experimental facts on the high-frequency noise of 
single and double injection devices indicate that the mean 
square of the voltage fluctuations is different in the two 
cases. For single injection, it seems that (Refs. 1 and 2) 

(v2) z 2 4kTrAf 

(v2) = 1 4kTrAf 

(1) 

(2) 

but 

for double injection (Ref. 3), where r is the differential 
resistance (real part of the impedance) of the device at 
the frequency under consideration. These expressions are 
of the form 

with a! z 2 for single and a! = 1 for double injection. This 
article shows that: 

(1) The model of thermal random noise proposed by 
Webb and Wright (Ref. 4) and modified by van 
der Ziel (Refs. 5 and 6) predicts such a difference. 

(2) a acquires varying values, depending on the con- 
ditions prevailing in the device and on the fre- 
quency ranges these conditions establish by virtue 
of their natural time constants. 

The predictions of this model have been derived to 
determine which experiments would be best suited to 
test the model and its underlying hypothesis. 

2. Model 

According to this “‘thermal hypothesis” the random 
motion of charge carriers injected into the bulk of a solid 
generates a mean square voltage fluctuation across a 
volume element A Ax given by 

A (u2) = 4kTArAf (4) 

and the total thermal noise across the bulk is obtained 
by the summation 

(5) (v2) = 4kT (Zhr) Af 

ZAt the California Institute of Technology, performing work sup- 
ported by JPL and NASA Electronics Research Center, Cambridge, 
Mass. 

where 

and p is the charge carrier concentration and p its mobility. 
We now assume that: 

(1) The current is due to drift only. 

(2) The contribution of the contacts to the noise is 
negligible ( p  + 00 ). 

It then follows that (v2) across the device must be given by 

(v2) = 4kT (V/Z) Af (7) 

where V and I are the de values of the voltage and current 
at the operating point. Comparing Eq. (3) with Eq. (7), 
one finds that 

The connection between V/Z and r depends on the mech- 
anism of operation of the device. Several limiting cases 
will be distinguished according to: (1) the number of 
carrier types contributing to the current, and (2) the 
position of some characteristic time T of the device with 
respect to the time period t = 2 ~ / ”  of the frequency o 

at which the noise is measured. 

3. Single Injection 

In a single-carrier space-charge-limited current 
(SCSCLC) device, the following natural time intervals 
exist: 

To transit time of carrier from emitter to col- 
lector 

mean “free time” of the carrier (mean time 
between collisions) 

dielectric relaxation time, formally definable 
as ~ / p  (p), where ( p )  is some suitable average 

(7)  

Tre1 

of P 

Typical values of ( T )  for high-purity silicon at room tem- 
perature are to lQ-14 s. Typical values of ( T ~ )  for a 
planar configuration are given by the formula T~ = 
(4/3) L2/Vp, where L is the length of the device. A 
correct order of magnitude of T~~~ is found by setting ( p )  
equal to the value of p at the collector, (4/8) eV/L2. This 
yields T , , ~  z (8/4)L2/Vp T ~ .  There are thus only two 
characteristic times in single injection devices, the mean 
free time ( T )  and the transit time T ~ .  
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Since the carriers are assumed to be “thermalized” in 
their motion through the space-charge region, the condi- 
tion ( T )  < t must obviously be imposed. We therefore con- 
sider only the two remaining ranges of operation, the 
high-frequency range ( T )  < t < r0 and the “low”-frequency 
range ( T )  < r0 < t. 

In the low-frequency range T~ < t, the differential resist- 
ance r is equal to the quasi-static value av/aI. If the I-V 
characteristic has the form I cc V”, then T = (l/n)V/I 
aad by Eq. (8) 

This result was already stated in the corresponding form 
(P) = n *4?cTgAf by Yamamoto, et al. (Ref. 7 ) .  Experi- 
mental evidence in support of this formula has been 
offered for devices of GaAs, CdS, Ge and Si and n = 2. 
The results obtained on CdS by Liu, et al. (Ref. 2) are 
the most conclusive ones so far and agree well with 
Eq. (9). 

The agreement for n = 2 is to be expected because this 
case corresponds to space-charge-limited current of 
thermal charge carriers (carriers with constant mobility) 
through structures of almost arbitrary geometrical con- 
figuration (Ref. 8). Departures from n = 2 usually indicate 
that other effects are present, such as heating of lattice 
and/or carriers, trapping, surface leakage, etc. The gen- 
eralization of Eq. (9) to values other than n = 2 will 
therefore require both theoretical and experimental justi- 
fication. 

In the high-frequency range ( T )  < t < r0, the differential 
resistance r has the value (3/2)aV/aI for an SCSCLC 
device of planar geometry and n = 2 (Ref. 9). Thus, 

How r relates to av/aI for structures other than planar 
is not known. 

Noise measurements in this range of frequencies have 
never been performed on SCSCLC. Equation (10) predicts 
that the noise performance of such devices improves, but 
only slightly, at high frequencies. 

4. Double Injection 

Double injection generally refers to those cases in which 
both electrons and holes play a role in the conduction 
mechanism. This does not necessarily imply that electrons 

and holes both carry current in non-negligible propor- 
tions. Even when it is so, the distinct cases of double 
injection possible are still numerous. This discussion is 
limited to simple cases to demonstrate the principle 
through examples. 

The natural time intervals of a double injection (two- 
carrier) space-charge-limited current (TCSCLC) device 
are : 

Tn, T p  

TO70 T o p  

( T n ) ,  ( T P )  

lifetime of electrons and holes 

transit time of electrons and holes 

mean “‘free time” of electrons and holes 
(mean time between collisions) 

dielectric relaxation time, formally defin- 
able as ~ / ( p p ) ,  where (pp)  is some suitable 
average of the conductivity 

Tre1 

The lifetimes T ~ ,  rP are always the longest and (T~), (rp)  
are normally the smallest. 

a. Semiconductor wgime. When the concentrations Sn 
and Sp of injected electrons and holes are large compared 
to the thermal equilibrium values no and p o  of mobile 
charge carriers and the fixed charge concentration po  - no 
of the doping (but Sp - Sn is still small compared to 
p o  - no), the I-V characteristic of a long double injection 
diode of planar configuration, length L and area A, is 
(Refs. 10 and 11) 

where T is the (common) lifetime of the injected electrons 
and holes and pn and p p  are their mobilities. In this “semi- 
conductor” regime, the transit time of the carriers is given 
by rOn z L2/p,V and T~~ L2/ppV and r0%, rOp < < T ,  to 
assure that double injection conditions prevail. The con- 
dition that the net space charge q (Sp - Sn) is much 
smaller than the injected charge leads to the requirement 
‘re1 < < T~~ rOp/(rOn f rap) < Ton) rap. In this case, there- 
fore, the relevant time constants are, in increasing order, 
(T”) & (T~), rrel, rOn & T ~ ~ ,  and T .  From the thermal hypoth- 
esis (T,,), ( T ~ )  < t, we thus distinguish four distinct ranges 
of operation. To establish the relative significance of these 
ranges, we apply a differential voltage step AV across 
’the device and follow the current response. 

(1) ( rn) & ( T ~ )  < t < rrel. The additional field generated 
by AV is constant throughout the length of the device 
and has the value A E  = AV/L. The additional current A I  
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is caused by the drift of the steady-state carrier concen- 
tration before the application of the pulse. This concen- 
tration is 

and yields 

r = (3/4) V / I  

a! = 4/3 

hence, 

as in the corresponding case of SCSCLC. 

(2) rreI < t < rOn & T~~ and Ton & Top < t < 7. The drift 
current generated by the constant electric field AV/L and 
the non-constant carrier distribution of Eq. (12) is not 
solenoidal. This leads to a buildup of net local charge and 
a relaxation of the field, but still without significant change 
in the carrier concentration. The new field distribution 
AE ( x )  now generates a divergence-free current AI every- 
where. Since the charge carrier distribution is unmodified 
as yet, AE ( x )  is proportional to the distribution of the 
steady-state field E ( x )  prior to the application of the pulse. 
Hence, ( A E / E )  = (AV/V) = (AI/Z), and therefore 

so that 

a = l  

Although free of divergence, the new drift current 
still is not in equilibrium with the carrier generation- 
recombination (g-r) process in a volume element. This 
equilibrium is achieved (over many transit times) with a 
time constant of T .  Only the lifetime T ,  therefore, marks a 
change in the behavior of the system. 

(3) T < t .  In this range of quasi-steady-state 

An experimental investigation of a Si double injection 
device operated in the semiconductor regime has recently 
been made by Bilger et al. (Ref. 3). They observed the 
noise in the range < t < T and found a: = 1.04 +5%, 
in agreement with Eq. (16). At frequencies below f = l / ~ ,  
an additional component of noise, interpreted as g-r noise, 

strongly dominates over thermal noise. No results are 
available at frequencies beyond f = l/rre1. 

b. A general case. Some generalizations of the previous 
results are obvious. If a TCSCLC device has a dc charac- 
teristic of the form I a Vn (in contrast to SCSCLC, this 
is possible even with thermal carriers), the thermal noise 
will be given by 

a!=n (19) 

for frequencies in the range of quasi-steady-state (up to 
the lowest recombination frequency 1 / ~ ) ,  However, a 
component of g-r noise is also simultaneously expected 
there and will, in general, dominate. 

At frequencies beyond the fastest recombination fre- 
quency 1/~,  on the other hand, the electrons and holes are 
essentially decoupled; the device represents a parallel 
combination of the two conductances presented by the 
electron and hole distribution separately. Each generates 
thermal noise; hence, 

a!=l (-24)) 

up to the dielectric relaxation time. The device also 
behaves resistively for differential signals in that range. 

To evaluate a: at frequencies beyond I/rrel, the steady- 
state distribution of the carrier concentrations, or that of 
the electric field E,  must be known. The value of Q in this 
range is then readily found to be 

indicating that at those frequencies noise depends only 
on the average value of ( p )  of the carrier concentration. 
The value of (Y = 4/3 in Eq. (14) follows from this general 
formula for the special case of E a xx. 

c. Insulator regime. In this mode of double injection, 
the net space charge q ( 8 p  - an) is no longer small com- 
pared to q(po - no), as in the semiconductor regime; 
rather po - no < Sp - 6n. The net space charge, however, 
is still much smaller than the injected charge, so that the 
relative positions of the various time constants remain 
unaffected. The I-V characteristic, on the other hand, 
changes to (Refs. 10 and 11) 
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for a planar configuration of the device, and the carrier 
distribution becomes symmetrical with respect to the two 
contacts. A detailed calculation establishes that for these 
conditions 

SCSCLC 

I - v2 
(constant mobility) 

I - V" 
(a general case] 

TCSCLC 

I - v' 
(semiconductor regime) 

I - ! P  
(insulator regime) 

I - - r  
(a general case) 

5. Concluding Remarks 

The present method of identifying time intervals, in 
which the physical processes at work can naturally be 
divided to determine the thermal noise through the differ- 
ential resistance r and then relate it to V/Z, is generally 
applicable. If trapping is present, for instance, and the 
time constants for the process are all large compared to 
the dielectric relaxation time, there must always be a 
range of thermal noise with a = 1 in double injection. 
Conversely, a value of a # 1 over a given frequency range 
indicates the presence in the corresponding time interval 
of other physical processes superposed on the thermal 
equilibrium of the charge carriers, or even violating it. 

Low frequencies High frequencies Very high frequencies 
(quasi-static) 7 0  < f (7) < t < 7 0  < (7) 

I 

I 

I n (?I 

I 2 4/3 ? 
b I  

? ? 
I (needs justification) 

low frequencies' Intermediate frequencies High frequencies Very high frequencies 

I 

I 

(quasi-static range) 7 < t ("linear" range) 7re~ < t < T (T"), ( T ~ )  < t < T ~ ~ I  f < (7n)r (7P) 

I 2 1 4/3 ? 

b I  i 3  1 6/5  ? 
I 

n ? 1 .  
Depends on (p) 

(Eq. 21) 
I 
1 

The results derived here from the thermal noise hypoth- 
esis as proposed by van der Ziel seem to agree with the 
experimental facts, where observations are available. 
These observations are presently limited to two distinct 

From the preceding section, one derives the following 
values of a for the various ranges: 

(quasi-static range) 

("linear" intermediate range) 

(high-frequency range) 

cases: SCSCLC with a = 2 and TCSCLC with Q = 1. The 
latter case is not specific as a test of the model, because 
Webb and Wright's original proposal of (v2)  = 4kTrAf 
predicts the same result. A real test on the diverging theo- 
ries is provided only when a # 1, i.e., for noise in SCSCLC 
and in TCSCLC at high frequencies (the low-frequency 
range is dominated by g-r noise). Table 1 summarizes this 
comparison. 

The easiest test of the thermal hypothesis is thus offered 
by the noise of SCSCLC in a device with thermal carriers 
(I a Vz). The results obtained on CdS which are reported 
in Refs. 1 and 2 agree quite well with a = 2. Unfortu- 
nately, no noise spectra are given there. A review of all 
cases of SCSCLC noise found in the literature also reveals 
that the information provided on the devices is never 
sufficient to clearly establish their mode of operation. Z-V 
characteristics alone are known to be misleading at times. 
One therefore conchdes that the experiment best suited 
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to test the thermal hypothesis is to observe white noise 
levels, clearly free of excess noise, on devices of SCSCLC 
with thermal carriers ( I  oc V), and independently identi- 
fied as such by conclusive dc, ac and temperature mea- 
surements as well as by device design and fabrication 
data. 

Finally, it is pointed out that the assumption of negligi- 
ble diffusion is rather restrictive and excludes, for example, 
low injection junction devices. 
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XII. Electronics Parts Engineering 
ENGINEERING MECHANiCS DIVISION 

A. Power Pulse Method of Screening Resistors, 
K. C. Evans 

A machine has been purchased that will screen resis- 
tors by the power pulse method. This method applies a 
short duration power pulse to the part and the resistance 
variation is monitored during the pulse period. A max- 
imum of 200 W is provided for resistors up to 20,000 
and a maximum of 2000 V for resistors between 20,000 Q 
and 2.0 Ma. 

The machine is mounted in a two-bay console (Fig. 1) 
and consists of power supplies, power bridge, and control 
circuitry. Shown are the 0-70-V, 20-A dc power supply, 
control circuitry, null detector, power bridge, output 
recorder, null switch, test switch, test part holder clamp, 
two 0-220-V, 3-A power supplies connected in series for 
440 V and the 0-2000-V, 0.5-A power supply. A foot 
switch controls the test part holder damp. 

during the power pulse. The shape of the output curve 
is used to determine the quality of the part under test. 
Each type of resistor material will produce output curves 
with different shapes. 

Typical output curves for composition and metal film 
resistors are shown in Fig. 2. The composition resistor 
graph shows that, during the time power is applied, there 
is an initial decrease followed by an increase in resistance. 
Any composition resistor that deviates from the general 
shape could be cause for rejection. A metal film resistor 
wiI1 show an increase in resistance during the time the 
pulse is applied. All parts will show an initial offset on 
the graph, due to transients in the system, and can be 
ignored. The amount of resistance change or the variation 
from a normal trace that can be allowed without being 
considered a defective resistor varies depending on the 
type of resistance element and the degree of discrimi- 
nation which is required. . The machine is used by first determining the amount 

of voltage required to supply the necessary power. The 
output recorder is calibrated to indicate a known change 
in resistance. After the proper power level is set up, 
the machine automatically plots the change in resistance 

The shape of the curve of a defective part will depend 
on the cause of the defect. Figure 3 illustrates a change 
in resistance versus time curve of a wirewound resistor 
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that has shorted turns. The shorted turns condition can 
be caused by adjacent turns touching each other or by a 
foreign particle touching several turns. The differential 
expansion in the resistor during power pulse testing 
causes intermittent contact between the turns of wire. 
Hence, the jagged and erratic traces. 

Tests at JPL will further explore the meaning of the 
traces and the causes. Infrared techniques will be used 
to determine hot-spot location and the temperature of 
the part during pulse testing. Pulse level and duration 
will be explored to obtain optimum effectiveness of the 
power pulse method of screening resistors. 
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Fig. 1. Resistor power pulse tester 
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Fig. 2. Typical resistance traces 

JPL SPACE PROGRAMS SUMMARY 37-57, VOL. 111 

I 

TIME --D 
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XIII. Space Simulators and Facility Engineering 
ENVIRONMENTAL SCIENCES DIVISION 

A. Cryogenic Oscillators for Quartz Crystal 
Microbalances, E.  Laue and C. H .  Goldsmith 

The use of vibrating quartz crystals to measure the 
mass of vacuum-deposited thin films has been developed 
into commercially-available equipment, and the mass 
production of multilayer films using quartz crystals as 
thickness monitors is a rapidly growing technical field. 
References 1 and 2 are concerned with the basic con- 
siderations for these applications. The major advantage 
of the quartz crystal microbalance technique lies in the 
fact that the relatively simple and portable equipment 
required has an inherent accuracy and resolution to 
1 part in 10'. Additional applications of the quartz 
crystal microbalances (Le., chemisorbtion, biological in- 
teraction, corrosion measurement, and contamination 
detectors) will become available when controlled coat- 
ing techniques are developed. Currently, cryogenic quartz 
crystal oscillators are being developed at JPL to monitor 
cryopumping, sublimation pumping, and contamination 
in the Space Molecular Sink Simulator Facility (com- 
monly referred to as the Molsink facility). This article 
will concern the application problems associated with 
the Molsink environment. 

Some details concerning the Molsink facility can be 
found in Ref. 3. The environmental parameters that 

affect the microbalance application involve a tempera- 
ture range of 14 to 280"K, pressure from 10-l2 to 760 
torr, the requirement for minimum outgassing of mate- 
rials in the test chamber, and the double-walled vacuum 
system, involving two vacuum feedthroughs, requiring 
a minimum separation of 6 m between the transducer 
and readout instrumentation. The primary difficulty con- 
cerns the operation of junction semiconductors in the 
oscillator circuit. At temperatures below approximately 
190°K (-80°C), the constant X absolute temperature 
(KT) parameter of the typical devices reduces to such a 
level that the devices cease to operate. Three possible 
solutions to this difficulty have been explored: 

(1) Increasing the system supply voltage and provid- 
ing thermal insulation for standard integrated cir- 
cuits. 

(2) Neutralizing the capacity of the leads between 
the crystals and oscillator to allow physical sep- 
aration between the crystal and its oscillator. 

(3) Utilizing n-channel field-effect transistor (FET) 
' semiconductor devices. 

Experiments have shown that it is possible to create 
sufficient heat within standard insulated circuits (Fig. 1) 
to maintain the semiconductors above their critical lower 
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Fig. 1. Integrated circuit oscillator schematic 

temperature limit. Successful operation of crystal oscil- 
lators of this type has been obtained in LN, with the 
supply voltage increased to 20 V, or more than twice 
the normal rating. However, the necessity of changing 
this supply voltage with the oscillator temperature is not 
a simple control problem and the crystal frequency 
varies with the supply voltage. 

Figure 2 represents another possible solution that has 
been explored. Through the use of the guarded leads 
between the crystal and oscillator, it has been possible 
to separate these devices by as much as 3 m. The nega- 
tive feedback signal applied to the inner shield reduces 
the effective center conductor capacities and prevents 
the oscillator from running as a multivibrator through 
the stray lead capacity. This technique would allow the 
oscillators to be located outside of the chamber in a 

Fig. 2. Crystal to oscillator lead capacity neutralization 

more benign environment. Triaxial cables would be re- 
quired between each oscillator and its crystal to mini- 
mize the crosstalk problem. Multiple triaxial high- 
vacuum feedthroughs and connectors are not readily 
available and would complicate the dual extreme high- 
vacuum seal in the Molsink. 

Since the characteristics of n-channel FET-type semi- 
conductor devices do not involve the KT parameter, 
they will still operate at the 14°K temperature. Two 
types of oscillators have been utilized for microbalance 
measurements. The circuit diagram in Fig. 3 indicates 
that either a low-q tuned circuit or a 100-0 resistor may 
be used in the oscillator circuit. The output from the 
tuned circuit is about twice the 0.5-V signal from the re- 
sistive load; however, there is less change in signal level 
with frequency when the resistive load is utilized. The 
tuned circuit has been found necessary in the 2530 MHz 
frequencies. Since the q of the tuned circuit is approxi- 
mately 100, a change of 0.1 MHz can introduce a change 
in the output level, which in turn relates to the crystal 
drive level. In fact, the basic uncertainty in the appli- 
cation of this circuit is the lack of control of the crystal 
drive current. The voltage sensitivity for a 10 MHz 
crystal is approximately 100 Hz per 5% chsnge in the 
primary voltage supply. The capacity loading also has 

100 a 

FREQUENCY, MHz CI '  PF 5' PF __ - 
5 200 300 

10 56 300 

20-30 22 300 

3 680 0.0033 

TUNED CIRCUIT MAY BE NEEDED FOR 25-30 MHz 

ALL RESISTORS ARE DEPOSITED CARBON OR METAL 

Fig. 3. FET oscillator circuit 
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a significant effect on the frequency. In spite of these 
basic limitations, the oscillator circuit has been found to 
be stable for 1/2 h (+l Hz in IOE) at stable 14°K high- 
vacuum conditions. 

Minimum chamber contamination from the electronic 
components has been achieved by fabricating the oscil- 
lator circuit as shown in Fig. 4. With the exception of 
resistors (the temperature coefficient of composition re- 
sistors causes an excessive change in value between 14 
and 300” K), standard electronic components have been 
utilized. Experimentally, it has been observed that if the 
circuit and crystal will operate when cooled to LN, 
temperature, no further problems are encountered at 
the lower temperatures. However, a number of crystals 
have been found to fail at the LN, temperature and it 
has not been possible to establish the source of this diffi- 
culty. These same crystals have been used successfully 
in room temperature applications. 

To date, at least a dozen different oscillators have 
been fabricated and tested in the 14°K environment. 
This process has been evolutionary in that the mounting, 
handling, thermal control, protection from sublimation 
coating, and addition of a heater lamp to clear the 
crystal of excessive cry0 deposits have necessitated 
changes from oscillator to subsequent oscillator. A buffer 
circuit (Fig. 4) currently under investigation will, hope- 
fully, provide isolation of the oscillator circuit from the 
cable loading and reduce crosstalk between the oscil- 
lators. As many as five separate oscillators have been 
used to attempt to measure the sublimation rate during 
sublimation pumping and the rate of cry0 deposition. In 
addition to providing mass and temperature information, 
by utilizing proper modulation techniques, these devices 
can telemeter other test information out of the double- 
wall vacuum system thus permitting a minimum number 
of chamber penetrations. 
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XIV. Solid Propellant Engineering 
PROPULSION DIVISION 

A. Heat Transfer in a Solid Propellant Grain During Secondly, many present results are formulated in terns - 
Ignition With Radiation Penetration and 
Convection Boundary Conditions, R. L. Klaus 

of improper (although convergent) integrals. This is a 
distinct disadvantage from the standpoint of the required 
numerical integration. 

1. Introduction 
Thirdly, the heat-conduction problem is usually solved 

with the boundary condition that either surface tempera- 
ture or its first derivative with respect to distance into 
the propellant is given as a function of time. In studies 
of 3ame spreading, however, neither of these is known 
a primi. The bulk temperature of the gas and a heat- 
transfer coeBcient are generally specified as functions of 
time, and the surface temperature and its first derivative 
are actually results of the calculation. 

The proper mathematical description of many phenom- 
ena associated with the combustion of solid propellants 
requires a description of the mechanism of the transport 
of energy away from the propellant surface and into the 
interior of the grain. For transient phenomena such as 
ignition, extinction, oscillatory burning, etc., unsteady- 
state equations must be written and solved. The present 
treatment ignores the contribution due to the motion of 
the burning surface; therefore, it properly applies only 
to that part of an ignition transient during which the mo- 
tion of the propellant surface is negligible. A more com- 
plete treatment of the problem to include unsteady motion 
of the burning surface will be forthcoming in the future. 

The unsteady heat-conduction equation in solids has 
been discussed many times in the literature. There are, 
however, several disadvantages to the formulations that 
presently appear in the literature on solid propellant igni- 
tion and flame spreading (Refs. 1-3). First of all, they 
usually do not account for radiation penetration into the 
interior of the propellant. There is reason to believe that 
in many environments this can be an important effect. 
In fact, in modelling ignition in the arc-image furnace, 
this is an absolutely crucial effect and there is no doubt 
but that to correctly explain these experimental results 
for many typical present propellants one must carefully 
account for radiation penetration. 

The present treatment circumvents all three of these 
problems. The possibility of radiation penetration is fully 
taken into account through a “heat-generation” term in 
the heat-conduction equation. Solutions which axe written 
in terms of integrals are all manipulated so that all con- 
vergent integrals are proper, thus facilitating numerical 
calculations, and where applicable, the region of conver- 
gence of the solution is indicated. Finally, the so-called 
convection boundary condition is treated as one of the 
cases so that these results may be more directly applied 
to flame spreading or ignition by a convective heat- 
transfer stimulus. 

2. Mathematical Statement and Solution of the Problem 

The mathematical statement of the problem begins with 
the well-known one-dimensional unsteady heat-conduction 
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equation with a heat-generation term G(x,t) written in 
Table 1. T is the temperature, a! is thermal dihsivity 
(here taken to be constant), t is time, and x is distance 
measured into the propellant from its surface. The heat- 
generation term is typically used to account for heat 
release of sub-surface chemical reactions but is equally 
suited to account for radiation penetration. The radiation 
penetration of translucent solids may be characterized by 

considering that at every level x and time t a certain 
amount of the incident radiation is absorbed and thus 
appears at that position and time in exactly the same 
way as energy released due to sub-surface chemical reac- 
tion. It should be noted that an energy input to the system 
(which corresponds to radiation absorption) corresponds 
to a positive G as it appears &the equation mentioned 
above. 

Table 1. General solutions of the heat conduction equation in a semi-infinite solid with heat generation 

Basic equations 

Boundary conditions which are always applied: 

Additional boundary conditions : 

Case 1 (surface temperature derivative specification) 

Case 2 (surface temperature specification) 

Case 3 (convection) 

Solutions 

T(x,O) = F ( x )  

T (co , t )  =,O 

aT -(O,t) = -H(t) ax 

T (0, t) = N (t) 

aT hT (0, t) - - (0, t) = H (t) ax 

Case 1 

Case 2 

Case 3 

Details of the functions 

T8, ( surface temperature derivative specification) 

aTS1 - ( x , O )  = o  ax 
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Table 1 (contdl 

I Ti, (initial temperature distribution) 

Til (0, t )  = F (0) + F' (t) erfc - LW [z(:t)uIa 

t > O  
mi1 - ( O , t )  = 0 ,  ax 

aril -(x,O) = F'(x) ax 

I I 

1 - (O , t )  a: = 0 1 %(SO) = 0 

I T,, ( surface temperature derivative specihation) 

JPL SPACE PROGRAMS SUMMARY 37-57, VOL. 111 135 



Table 1 (contdl 

T,, (contd) 

H (t - A) 
dh, t > O  

Ti,  (initial temperature distribution) 

I 

Ti, (x,  0) 0 

- (x,  0)  = 0 aTiz 
ax 

Tgz (heat generation or radiation penetration) 

-(x,O) = 0 
ax 

Ts3 (convection boundary condition) 

Te3 = i i J t H ( t  - A) { erfc [&I - exp(hx + ahzA)erfc h(crA)M + - 
2 (4% ISdA 

- = -6i H (t - A)exp (hx + ah2A) erfc h (d )% + p ] d ~  
t 

ax 
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Table 1 Icontd) 

T83 (contd) 
I 

TS3 (0, t) = -- : t i t H ( t  - A) (I - exp(ah2A)erfc[h(aA)%])dh 

- H ( E  - A) exp (ah2h) erfc [h (.a)lh] dA , 
ax 

Ti,  {initial temperature distribution) 

I Tg3 (heat generation or radiation penetration) 

T g 3 ( 0 , t ) = ~ $ l t ~ m G ( Z , t - h )  ( h t + l ) e r f c  [ - 2 (at)% E ]-2h(:)%exp(s) 

- exp (ht + h%t) erfc h (at)% + - 2 (at)% 

- exp (Q + h%A) erfc h (,A)% + - c 2 (ax)% 

Expansion of the condensed functions 

- (x ,O)  aTg3 = 0 
ax 
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Table 1 (contdl 

Definition of the complementary error function 

Exact equations for G are beyond the scope of this pres- 
ent work. The time dependence of G is primarily due to 
variations in the strength of the source of radiation which 
is an input to the problem. The distance dependence, how- 
ever, is due to the translucent nature of the propellant. 
Homogeneous solids are often treated by considering that 
radiation penetration falls off exponentially. In typical 
composite propellants, however, the translucency is not 
homogeneous. Relatively transparent oxidizer crystals are 
embedded in a matrix of relatively opaque binder. Under 
such circumstances, radiation penetration is probably best 
treated statistically. Unpublished work by the author 
treats radiation penetration in composite propellants in 
a statistical manner. Specific formulas for G useful in 
composite solid propellant applications are derived. For 
the present, however, G will be considered a known but 
as yet unspecaed function. 

The possible boundary conditions are also listed in 
Table 1. Of the three required, the first two shown apply 
in all cases. The first permits an arbitrary initial tempera- 
ture distribution; the second indicates that all temper- 
atures are to be measured above ambient and that at a 
sufficiently large distance into the propellant, ambient 
temperature is maintained. 

Three possible choices are offered for the third bound- 
ary condition, depending on the case to be considered. 
The interpretation of the first two cases is obvious. The 
third, or convection boundary condition, represents an 
energy balance at the solid surface, assuming heat trans- 
fer by convection from the gas to the solid. This energy 
balance is usually first written as 

aT 
h * [ T g - T ( O , t ) ]  = E , - k , x ( O , t )  

where h* is the heat transfer coefficient, Tg is the bulk 
gas temperature, E ,  is any energy absorbed at the sur- 
face due to chemical reaction, and k is the thermal con- 
ductivity. This equation can be arranged so that it is in 
the proper form by allowing 

h* 
k 

h = -  

h*Tg - E ,  
K H ( t )  = 

Solutions to this problem for constant h are given in 
Table 1. They were obtained by well-known Laplace 
transform techniques. Formulas have been written down 
for both the various temperature functions, their first de- 
rivatives with respect to time, and their limits as either 
x or t approaches zero. Temperature functions with sub- 
scripts s and g are written in a rather condensed form. 
An equation at the end of Table 1 indicates how these 
functions may be expanded into a form more suitable for 
numerical calculations. The definition of the complemen- 
tary error function, used frequently in the tabulation, is 
also given. The temperature functions with subscript i 
have expanded forms which are not as obvious in their 
derivation. Thus, both versions are written except for Ti3 
where they are the same. 

Several important qualitative observations can be made 
concerning the tabulated functions. If a surface tempera- 
ture derivative is imposed as a boundary condition, there 
is no discontinuity in temperature at the surface and at 
t = 0, but the derivatives of both T,, and Ti,  have dis- 
continuities at that point, if H (0) # 0. If a surface tem- 
perature is imposed, both T,2 and Ti,  have discontinuities, 
the derivative of Ti ,  has a discontinuity, and the deriva- 
tive of T,, does not converge at that point, again provided 
that H (0) #O. Under the same conditions for the con- 
vection boundary condition, only the derivative of Ts3 
is found to be discontinuous. Temperature functions with 
subscript g and their first derivatives are always con- 
tinuous. 

3. Conclusions 

The functions given in Table 1 may be used to deter- 
mine solutions to many important heat-conduction prob- 
lems in solids. Of particular note is the fact that radiation 
penetration and convection boundary conditions are ex- 
plicitly treated and the fact that all integrals are proper 
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except, of course, where they diverge. In practice, it is 
frequently of interest to calculate both T and its first de- 
rivative at the surface with variable h. This may be 
accomplished in a step-wise manner by successively con- 
sidering time intervals over which h is relatively constant. 
A solution is determined which applies up to the end of 
the given time interval and that solution is used as an 
initial temperature distribution in the equations written 
for the next interval which have a different value of h. 
This procedure can be directly programmed for a com- 
puter so that the most general heat-conduction problem 
of interest in solid propellant ignition may be solved. 
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6. Blast Wave Propagation in Air, 0. K .  Heiney 

1 .  Introduction 

Of primary importance for hazard determination of 
large solid-propellant motors is a mechanism for predict- 
ing the peak overpressure of the blast field should the 
entire propellant matrix undergo a detonative decompo- 
sition. The determination of this data is important in that 
it will provide a worst-case analysis of the blast damage 
potential. 

The basic purpose of this effort was to predict the 
attenuation of the peak pressure exhibited by such a blast 
wave as a function of the radial distance traveled by the 
wave front. The basis of the engineering or heuristic 
approach taken was that the overpressure decay was a 
changing power function of the nondimensionalized 
radial-wave-front travel. The analysis d:ff ers from many 
presented previously in that a smooth transition of decay 
is assumed rather than an artificial polynomial fitting ap- 
proach. The analysis is correlated with experimental blast- 
pressure attenuation measurements, and demonstrates 
excellent agreement. The formulation starts from an ex- 
perimentally given initial point and i s  carried out radially 
from the reference. A simplistic attempt to compute the 
initial point from the mass and heat of explosion of the 

charge has had moderate success and is described. Table 2 
gives the nomenclature used in the discussion. 

Table 2. Nomenclature 

a, speed of sound 

C, charge weight 

N decay component 

Po deci3el reference pressure 

P,  undisturbed ambient pressure 

Pz shock pressure 

Q 

R distance to shock front 

T distance to shock point 

t time 

specific chemical potential or heat of explosion 
of solid 

U ,  shock front velocity 

u, 

V initial pressurized volume 

Z scaled radial distance 

y 

pl ambient gas density 

pz density in shock front 

particle velocity in shock front 

ratio of specific heats in gas 

2. Discussion 

The literature on blast overpressure decay is volumi- 
nous. In essence, however, the analysis falls into one of 
two easily distinguishable categories. The first is a simple 
curve fitting through experimental data, and is typified 
by Refs. 1 and 2. The second approach consists of sophis- 
ticated mathematical gasdynamic analysis of the phe- 
nomenon. By definition, these analyses must predict the 
entire flow field behind the overpressure shock, rather than 
just the peak-pressure decay. This distinction is illustrated 
by Fig. 1. A traveling blast wave is illustrated at four 
points in time. For a similarity solution of the entire %ow 
field at a point in time, such as those published by Sakuri 
(Ref. 3), Von Neumann (Ref. 4), and Brinkley (Ref. 5), a 
complete description of the %ow field behind the pressure 
front at that point is necessary. To predict only the mag- 
nitude of the overpressure, it is necessary to predict only 
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Figure 
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Explosive material Polynomial 

Fig. 1. Peak blast pressure vs distance from origin 

2a 
2b 
2c 
2d 

the dashed line of Fig. 1. The similarity and asymptotic 
solutions have demonstrated very narrow ranges of ap- 
plicability and whether implicitly or explicitly also con- 
tain empirical factors to €it the data to experiment. 

8-lb cylinder of pentolite T = 10.5/Z - 136/Za f 21,000/Z3 
4-lb cylinder of TNT T = 11.3/2 - 186/Za f 19,210/Z3 
3?1,-lb sphere of pentolite T = 8.6/Z f 295/Za 4- 7,820/Z3 
%-lb cube of TNT T = 13.5/Z - 780/Za 4- 36,280/Z3 

The purpose of this effort is then to look at the middle 
ground between empiricism and unjustifiably elaborate 
analysis and attempt to predict decay of the peak over- 
pressure demonstrated by a blast wave as it progresses 
radially. The central criterion of this analysis, as discussed 
below, is that the pressure is allowed to decay as a vary- 
ing power of the distance traveled due to a change of 
shape of the blast bubble. A blast wave is a pressure- 
decaying expanding shock front which is traveling at 
faster than sonic velocity. The most common source of the 
symmetrically expanding blast waves that are considered 
here is from an explosion. The unclassified overpressure 
data which was available was for solid explosive in the 
forms of a cylinder, a cube, and a sphere. The weights of 
explosive ranged from ?h to 8 lb. This experimental data 
was extracted from Ref. 1 and is plotted as a solid line 
in Figs. 2a through 2d. 

Distance, charge diameter 

<5 
5-8 
8-1 2 

12-16 
16-20 
20-25 
25-30 
3 0 3 5  
35-45 
45-55 
55-65 
65-75 
75-85 
85-100 

100-125 
125-1 75 

>175 

For the empirical polynomial describing the peak- 
pressure decay presented by Ref. 1, and repeated in 
Table 3, the factor x = (P  - Po)/Po and is thus an over- 
pressure in atmospheres; the factor Z is a scaled radial 
distance where Z = R/CE. 

Decay exponent N 

3.0 
2.9 
2.8 
2.7 
2.6 
2.5 
2.4 
2.25 
2.0 
1.8 
1.6 
1.5 
1.4 
1.3 
1.2 
1.15 
1 .oo 

What is physically occurring but never specifically 
mentioned in the cited references is that a spherically 
symmetrical blast from a solid explosive can be concep- 
tually divided into three regimes. The first would be close 
to the charge where the energy is filling a spherical vol- 
ume by pressure increase and thermal excitation of mole- 
cules. Following this regime, the blast energy is converted 
to a spherically increasing thin layer at the shock front. 

This transition from a pressurized volume to a thin shell 
would occur by some mechanism similar to the piston 
analogy given by von Elbe (Ref. 6) for shock-wave for- 
mation, due to velocity and temperature gradients. In 
this regime, dissipation is due to divergence and a hi te  
entropy increment across the shock front. Finally, the 
wave front can be expected to slowly change from a half- 
hemisphere surface to a cylindrical one. 

Table 4 gives the transition points which will be used 
by this analysis to account for pressure decay. That is, 
where N = 3, 

- dP 1 
d R  a@ 

and where N = 1.9, 

d P  1 
a- d R  R':' 

- 

This distance traveled is in charge diameters, assuming 
a spherical charge. 

Table 3. Explosive material, polynomial describing 
peak-pressure delay, and figure showing 

overpressure data 
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Fig. 2. Overpressure vs distance from origin 
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The predictions of this simplified physical approach 
would have the same form as the empirical curve fit 
methods mentioned above. This is due to the fact that 
close to the charge the available energy is filling a sphere 
and the peak pressure will decay with the cube of the 
distance, while at intermediate distances the pressure 
is spread over the surface of a hemisphere, causing a 
square pressure decay. This regime is in turn supplanted 
by an expanding cylinder and finally a constant height 
cylinder leading to a linear pressure decay, as would 
be expected for a sound wave traveling in free air (Ref. 7). 
The data fitting used in Ref. 1, however, leads to the 
physically implausible situation of a negative second term 
in three of the four polynomials shown in Table 3. 

3. Analysis 

Using this simplified model, with the assumption that 
the transition from a volume to a hemispherical shell to 
a cylindrical shell occurs in degrees as per Table 4, a 
pressure-travel-time history of the event may be simply 
described by standard gas dynamic equations presented 
in Ref. 8, for example, 

dR 
at Ul -= 

y + l P ,  K2 

2y PI 
U ,  = a, (9 + - -) 

y + l  P2 1+-7 
- P Z  

p1 

_ _  Y - - - l Y l  
Y + 1  P, 
Y - 1  P, 

+- (3) 

/ 2v \ vz 

P2 - P,  dB = 20 log - 
Po 

With Po = 2 X 10-'0 aim, 

R N  

- ( R  + AR)" p' P -  

With the knowledge of one start point comprising a 
distance and an overpressure measurement, a simple nu- 
merical analysis based on Eqs. (1) and (2) will predict 

the peak-pressure-timedistance history of the blast-wave 
propagation. A straightforward iterative method is pos- 
sible and is modeled in the computer program. Basically, 
however, having an overpressure given, Eq. (2) provides 
a velocity which is transformed into a distance by Eq. (1). 
A new overpressure can then be computed with respect 
to the wave-shape assumptions in force at the distance 
the wave front is currently away from the initial blast, 
by means of Eq. (6).  The appropriate N value for the 
distance is taken from Table 4. Sample output from the 
program that computes the decay from the initial point 
is listed in Table 5. 

4. Results 

Figures 2a and 2d show that the correlation of analysis 
to experiment, with the simplified theory, is excellent. 
This would be expected in one case since the transition 
points were selected to give a satisfactory fit. The utility 
of the approach lies in its ability to predict the decay of 
pressure for other charge weights, shapes, and explosives 
material. This is demonstrated by the range of charge 
weights used as comparison. 

This approach relies on the ability to isolate a known 
starting radius and overpressure to begin the analytic 
procedure. In effect, an experimental boundary condition 
is required. An effort was made to eliminate this depend- 
ence on experiment by predicting the pressure field di- 
rectly from charge weight and chemical potential. This 
is difficult to do in a simple, or for that matter, sophisti- 
cated analysis. 

The approach assumed that the heat of explosion was 
transformed into pressurizing a sphere of three times the 
initial charge diameter and propagating outward from 
that point as per the decay data of Table 4. The equation 
used to do this was 

Table 6 gives the comparison between the experimental 
results and those predicted by this analysis. 

Results of the analysis are not as satisfactory in this 
aspect. This could be expected in that no mechanism 
exists in the computer program to account for the effect 
of initial charge shape such as sphere, cylinder, tube, etc. 
The initial shape could be expected to have a non- 
negligible effect on the initial reference pressure and 
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Table 5. Sample output from computer programa 
~ 

Time, s 

0.0000000 
0.0001025 
0.0002068 
0.00031 27 
0.0004202 
0.0005292 
0.0006398 
0.000751 8 
0.0008652 
0.0009800 
0.001 0962 
0.001 2 136 
0.0013323 
0.001 4523 
0,001 5734 
0.0016957 
0.0018191 
0.00 19436 
0.0020692 
0.0021958 
0.0023233 
0.0024519 
0.0025814 
0.00271 18 
0.0028431 
0.0029752 
0.0031082 
0.0832420 
0.0033765 
0.00351 19 
0.0036480 
0.0037848 
0.0041285 
0.0044760 
0.004827 1 
0.005 1 81 4 
0.0055389 
0.0058992 
0.0062622 
0.9066278 
0.0069958 
0.0073660 
0.0077381 
0.008 1 1 20 
0.0084876 

Wavef ront 
distance 

from 
charge, ft 

8.300 
8.500 
8.700 
8.900 
9.100 
9.300 
9.500 
9.700 
9.900 

10.100 
10.300 
10.500 
10.700 
10.980 
11.100 
11.300 
1 1 .500 
11.700 
11.900 
12.100 
12.300 
12.500 
12.700 
12.900 
13.100 
13.300 
13.500 
13.700 
13.900 
14.100 
14.300 
14.500 
15.000 
15.500 
16.000 
16.500 
17.000 
17.500 
18.000 
18.500 
19.000 
19.500 
20.000 
20.500 
21.000 

Wavefront 
overpressure, 

Psig 

32.8oooO 
31.12605 
29.57353 
28.13116 
26.78888 

24.36989 
23.27812 
22.25605 
21.29799 
20.39876 
19.55371 
18.75864 
18.00973 
17.30354 
16.63692 
16.00701 
15.41 12 1 
14.8471 2 
14.3 1 257 
1 3.80557 
13.32427 
12.86700 
12.43220 
12.01 845 
1 1.62443 
11.24893 
10.89081 
10.54904 
10.22265 
9.91074 
9.61 249 
8.98233 
8.41 21 8 
7.89463 
7.42342 
6.99317 
6.59927 
6.23773 
5.9051 1 
5.59841 
5.34267 
5.10466 

4.67548 

2 ~ i 3 7 7 8  

4.88274 

Pressure 
ratio, 
atm 

3.231 2 
3.1 174 
3.01 18 
2.9136 
2.8223 
2.7372 
2.6578 
2.5835 
2.5140 
2,4488 
2.3876 
2.3301 
2.2760 
2.2251 
2.1771 
2.1317 
2.0889 
2.0483 
2.0100 
1.9736 
1.9391 
1.9064 
1.8753 
1.8457 
1.8175 
1.7907 
1.7652 
1.7408 
1.7176 
1.6954 
1.6742 
1.6539 
1.6110 
1.5722 
1.5370 
1.5049 
1.4757 
1.4489 
1.4243 
1.4017 
1.3808 
1.3634 
1.3472 
1.3321 
1.3180 

Density ratio 
across wave 

2.20854 
2.16119 
2.1 1620 
2.07345 
2.0328 1 
1.99416 
1.95741 
1.92243 
1.88913 
1 .E5742 
1.82720 
1.79841 
1.77095 
1.74475 
1.71 976 
1.69589 
1.67308 
1.65129 
1.63046 
1.61053 
1.591 47 
1.57321 
1.55572 
T.53897 
1.52291 
1 SO750 
1.49273 
1.47854 
1.46492 
1.45183 
1.43926 
1.42717 
1.40141 
1.37786 
1.35627 
1.33643 
1.31 81 8 
1 -301 33 
1.28577 
1.271 36 
1.25799 
1.24679 
1.23631 
1.22650 
1.21731 

Parficle 
velocity 
behind 

wave, ft/s 

1042.5 
1006.3 
971.9 
939.1 
907.8 
878.0 
849.6 
822.4 
796.4 
771.6 
747.8 
725.0 
703.2 
682.3 
662.2 
642.9 
624.4 
606.7 
589.6 
573.2 
557.4 
542.2 
527.5 
513.4 
499.9 
486.8 
474.2 
462.0 
450.2 
438.9 
427.9 
4 17.4 
394.7 
373.7 
354.3 
336.4 
319.7 
304.2 
289.7 
276.2 
263.6 
253.0 
243.0 
233.6 
224.8 

SAmbient pressure = 14.7 atm, initial blast pressure = 47.5 atm, Y = 1.4, p = 0.000044, charge diameter = 0.41 ft. 

Wave 
velocity, 

ft/s 

1949.6 
1918.1 
1888.5 
1860.5 
1834.1 
1809.1 
1785.5 
1763.2 
1742.0 
1721.9 
1702.8 
1684.7 
1667.4 
1651.0 
1635.4 
1620.5 
1606.4 
1592.8 
1579.9 
1567.6 
1555.8 
1544.5 
1533.7 
1523.4 
1513.5 
1504.0 
1494.9 
1486.1 
1477.8 
1469.7 
1462.0 
1454.5 
1438.7 
1424.2 
1411.0 
1398.8 
1387.6 
1377.2 
1367.6 
1358.8 
1350.6 
1343.7 
1337.2 
1331.2 
1325.5 

Acoustic 
pressure 

level, 
dB 

200.68 
200.22 
199.78 
199.35 
198.92 
198.51 
198.10 
197.70 
197.32 
196.93 
196.56 
196.19 
195.83 
195.48 
195.13 
194.79 
194.46 
194.13 
193.80 
193.49 
193.17 
192.86 
192.56 
192.26 
191.97 
191.68 
191.40 
191.12 
190.84 
190.57 
190.30 
190.03 
189.44 
188.94 
188.32 
187.79 
187.27 
186.77 
186.28 
185.81 
185.34 
184.94 
184.55 
184.16 
183.78 

apparently does. Accordingly, errors of the level of 3541 
exist with this approach. Further analysis should reduce 
this excursion, but directionality of the blast close to the 
change will still remain. 

relationship for a wave at a given time. This is in contrast 
to the peak-pressure-travel history which this simplified 
approach concentrates on. These similarity solutions 
would have no mechanism for predicting the transition 
from a square to a hear  decay, since an assumed form 
of decay is a necessary input to the momentum equation 
which they use. This is shown below: 

A final point is that the complex similarity solutions 
concern themselves with predicting the pressure-distance 
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Table 6. Comparison of experimental and analytic 
results (simplistic approach) 

%-lb cube of 
TNT 

alignment for thrust magnitude control-thrust termina- 
tion pintle nozzle systems. 

3.2 52.3 68.0 

Charge Distance, ft 

10.5 

8.3 

8.0 

Overpressure 
(experimental), 

Psig 

41.3 

32.8 

38.3 

Overpressure 
bnalyticl, 

Psi9 

40.2 

39.2 

48.0 

-1  ap 
P o ~ “  aR T pa: at 
-- PP 3% f &,= 

with the state conditions that a! = 0 for a plane wave, 
(Y = 1 for a cylindrical wave, and (Y = 2 for a spherical 
wave. 
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C. Pintle Nozzle Thrust Vector Control, L. D. Strand 

1 .  Introduction 

A test program was performed to investigate whether 
thrust vector control capabilities could be incorporated 
into a pintle nozzle system. The objectives of this pro- 
gram were to (1) determine if a pivoted pintle nozzle 
system is capable of producing side thrust of sdicient 
magnitude for motor thrust vector control, and (2) deter- 
mine the criticalness of pintle nozzle position on thrust 

The nozzle test system, instrumentation, procedure, 
and experimental results were described in SPS 37-39, 
Vol. IV, pp. 85-91. A pintle system was incorporated into 
the gas-flow nozzle test assembly (Fig. 3) of the JPL flow 
channel, described in SPS 37-35, Vol. IV, pp. 130-140. 
The pintle was capable of being canted about its pivot 
point at angles of 34, YZ, 1, and 1% deg from the nozzle 
centerline. The nozzle surface was instrumented with 
static pressure orifices, allowing the pressure data to be 
integrated over the nozzle surface to obtain an estimate 
of the side forces acting on the nozzle. An example of the 
wall static pressure profiles obtained along the plane of 
the cant for a cant angle of 1 deg is shown in Fig. 4. The 
pressure profiles are as expected, except for the pressure 
perturbation located at an axial distance of approximately 
3.6 in. from the nozzle flange (expansion ratio e of approx- 
imately 2.4). This perturbation occurred at all cant angles, 
increasing in strength with increasing cant angle. The 
perturbation was postulated in SPS 37-39, Vol. IV, to 
be a recompression (shock) wave emanating from the 
pintle tip. 

The integrated side-force data were presented in 
SPS 37-45, Vol. IV, pp. 83-85. The results were quite 
unexpected. For the smaller cant angles ($4, %, and 1 deg), 

..... 

Fig. 3. Gas-flow nozzle 
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Pintle cant 
angle, dag 

0 

Y2 

1 
1% 

I 
8 

Estimated distance from 
flange of shock 

At incident point 

e incidence on nozzle (p2,pol/ (pl/po) . MI one-dimensional isentropic M, normal shock Shock angle 
surface, in. flow table, k = 1.4 table, k = 1.4 0, deg 

4.8 5.0 0.020 1.02 3.20 1.01 18.2 
4.0 3.5 0.032 1.16 2.90 1.07 21.6 

3.3 1.8 0.035 2.86 2.83 1.61 34.7 
3.6 2.4 0.036 1 .a9 2.82 1.33 2a 

the expected nozzle forces resulting from the pintle asym- 
metry were essentially nullified by the shock wave inci- 
dent on the nozzle surface. Increasing the cant angle to 
1% deg resulted in a markedly increased side force from 
the incident shock. 

2. Two-Dimensional Nozzle Method-of-Characteristics 
Analysis 

The nature of the wall pressure perturbation was in- 
vestigated further, with the goal of understanding and 
possibly controlling the phenomenon. Table 7 lists the 
approximate locations from the nozzle 3ange and the 
accompanying E values of the measured surface pressure 
perturbation for the axisymmetric pintle and the three 
largest cant angles. The location of these points is shown 
on a cross section of the test nozzle in Fig. 5, along with 
the centerline and upper-pintle contour positions for the 
four test cases. 

A method-of-characteristics program (Ref. 1) in opera- 
tion at JPL was used to calculate the wall pressure profiles 

FLANGE 
l 7  r,b""g ... :.::j::::.:.:.:.i. .. . 

I:i:i:i:j:i:i:i:i:::::::::: 
DISTANCE FROM FLANGE, in. . . . ...:.::ililil . ... .._.. 

Fig. 4. Static pressure ratio versus nozzle axial 
distance (cant angle = 1 degl 

Fig. 5. Pintle nozzle cross section (0-, Y2 -, 1 -, 
and 1 '/2 -deg pintle positions) 

Table 7. Pressure perturbation data 
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for the two-dimensional nozzle contour shown in Fig. 6, 
essentially the cross-sectional profile for the 1%-deg cant 
angle experimental case. The straight-line starting mach 
lines ( M  = 1.05) are also shown. Separate calculations 
were run for the upper and lower halves of the nozzle. 
The flow boundary aft of the pintle tip was assumed to 
be a straight line parallel to the nozzle centerline, as 
shown. The program calculated the shock waves that 
would be required to turn the flow aft of the pintle tip. 
The computed oblique shock waves are shown as dashed 
lines in Fig. 6. The origin of the abscissa is the pivot point 
of the pintle. Even taking into account the differences in 
two- and three-dimensional flow, there is a large discrep- 
ancy between the shock incident points of Fig. 6 and the 
experimental l%-deg cant angle incident point of Fig. 5. 
Also, while the shock emanating from the pintle tip 
should be of a 360-deg nature, the test results showed, 
except for the largest cant angle, a marked surface pres- 
sure perturbation only in the two 90-deg quadrants adja- 
cent to the direction of the pintle cant, i.e., in one-half 
of the nozzle circumference. 

3. Semigraphical Shock-Wave Analysis 

From the measured conditions at the nozzle wall, a 
semigraphical analysis was performed to attempt to 
determine the point of initiation of the incident shock 
waves. The static pressure ratio upstream of the inci- 
dent shock ( P 1 / P o )  and the pressure ratio across the shock 
( P 2 / P o ) / ( P 1 / P o )  were estimated from the experimental 
data for each of the cant angles (Table 7). The approach 

13 14 
AXIAL DISPLACEMENT, in .  

Fig. 6. Two-dimensional pintle nozzle contour 
(cant angle = 1 ’/z degl 

Mach number MI was obtained from the one-dimensional, 
isentropic flow table, k = 1.4. From Ref. 2, “an oblique 
shock with an approach Mach number M ,  may, by a trans- 
formation of the coordinate system, be reduced to a nor- 
mal shock with an approach Mach number M,sinu,” 
where u is the angle of shock to incoming flow. Therefore, 
for each shock pressure ratio, an approach Mach number 
M ,  was obtained from the normal shock table, k = 1.4. Us- 
ing the coordinate system transformation, M ,  = M ,  sin u, 
the shock angle u was calculated for each cant angle 
(Table 7). 

Assuming that the direction of the incoming flow at the 
nozzle surface is parallel to the surface, shock waves were 
drawn through each incident point at the corresponding 
angle from the nozzle wall and extended to the pintle 
surface (dashed lines in Fig. 5). The resulting points of 
intersection fell slightly aft of the tangency point between 
the curved and conical segments of the pintle contour, 
approaching the tangency point with increasing cant 
angle. The tangency points are indicated by tick marks 
in Fig. 5. 

A possible explanation for this phenomenon has been 
predicted theoretically (Refs. 3 and 4) and noted experi- 
mentally (Refs. 5 and 6). Using careful instrumentation, 
a rise in the wall static pressure just downstream of the 
tangency between the circular-arc throat and the conical 
expansion section has been measured for nozzles with 
relatively small throat radius of curvature. The pressure 
rise is explained as a compression wave required to 
straighten the strong angular flow motion induced by the 
small throat radius of curvature. 

The throat radius of curvature of the pintle and nozzle 
used in this test are large enough so that the recompres- 
sion waves are probably ordinarily too weak to be readily 
detected. by the relatively widely spaced static pressure 
orifices used in this program. If the preceding explanation 
is correct, then canting the pintle towards the nozzle wall 
in some way resulted in a detectable increase in the 
strength of the recompression wave at the pintle tangency 
region nearest the nozzle wall. 

For the lKdeg cant angle experiment, a compression 
wave was also measured at the nozzle wall opposite from 
the direction of the pintle cant (Fig. 14, p. 91, SPS 37-39, 
Vol. IV). The approximate point of incidence is upstream 
of ’the pintle and nozzle tangency points. This wave seems 
to have the characteristics of an over-expansion shock 
(high rate of expansion terminated by strong recompres- 
sion) and is concluded to be of different origin than the 
previously discussed compression waves. 
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4. Conclusions 

The nozzle side-force results calculated from the test 
program data were found to be strongly influenced by 
abrupt compression waves measured at the nozzle surface. 
A very rough estimate of the nozzle side forces (calculated 
as percentage of the nozzle theoretical, one-dimensional, 
isentropic axial thrust) that would have resulted if the 
incident shock had been absent yielded the following: 

Cant angle, deg 

?4 
% 
1 
1% 

AF/T, % 

?4 
2% 
5 

5% 

The second question to be answered was the sensitivity 
of thrust magnitude control-thrust termination pintle 

nozzle systems to pintle-misalignment-induced side forces. 
If these test results are valid, then resultant side forces 
should be able to be controlled to an adequately negligible 
level by holding to reasonable manufacturing and assem- 
bly alignment tolerances. 
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XV. Polymer Research 
PROPULSION DIVISION 

A. Hookean, Newtonian, and Maxwellian Fillers 
in Hookean and Standard-Solid Matrices, 
J. Glucklich 

1. Introduction 

The effect of rigid fillers on the stress-strain behavior 
of a rubbery matrix has been investigated in studies con- 
ducted during the past three years (SPS 37-32, Vol. IV, 
pp. 120-125, SPS 37-35, Vol. IV, pp. 93-98, and SPS 37-41, 
Vol. IV, pp. 97-106). The composite system used was 
based on styrene-butadiene rubber filled with varying 
amounts of glass beads. It is now proposed to extend the 
study to fillers of different rheological behavior, viz., 
liquids of Newtonian and Maxwellian character. In the 
prior studies with rigid fillers, the change in modulus 
with aler  content was shown to be in good agreement 
with the results of existing equations for EJE, (Table l), 
all of which are based on the Einstein viscosity equa- 
tion. However, no corresponding equations exist for 
liquid fillers in an elastic matrix. Furthermore, if a time 
factor is introduced through the viscosity of the filler, 
the behavior of the rubber matrix can no longer be 
regarded as time-independent elastic. Consequently, it 
was considered useful to derive equations for EJE,  for 
systems with liquid (Newtonian and Maxwellian) fillers 

in elastic and viscoelastic (standard-solid) matrices to 
serve as a check to the experimental work. The rigorous 
approach used by Einstein and his followers in their 
relatively simple systems will offer almost insurmount- 
able mathematical difficulties in the present case. There- 
fore, a very simplified model was sought which, although 
not accurately representative of the system, will never- 
theless represent it to a fair degree and will offer no 
great mathematical difficulties. Since the case in question 
concerns the Young’s modulus ratios only, it was decided 
to assume each filler particle to be surrounded by a cube 
of the matrix material and the behavior of each such 
composite element to be representative of the entire 
mass.1 It was further assumed that a plane cross-section 
of the cube (including the cross-section through the 
particle) originally normal to the axis of applied force re- 
mains plane and normal under the action of load. Such 
a model, used by B. Paul (Ref. 1) for elastic fillers in an 
elastic matrix, yielded good agreement with experiments 
in the alloying of materials within a metal. 

This assumption limits the distribution of filler particles within the 
mass to a cubic order, whereas, in practice, a random distribution 
should be expected. It can be shown that for the latter case, linear 
and area concentrations are equal to volume concentration. This 
requires the power of + in the formulas that follow to be modified. 
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Table 1. Nomenclature 

A area 

E Young's modulus 
F uniaxial force 

m Ef/Em = modulus ratio 
t time 

V volume 
E uniaxial strain 
x uniaxial coefficient of viscosity (- 37) 
u uniaxial stress 

~ rret A/E (Kelvin) = retardation time 

A/E (Maxwell) = relaxation time 
Vf/Vc = volume concentration of fillers 

Trel 

4 

Subscripts 
c relating to composite 

m relating to matrix 
f relating to filler 

m + f relating to matrix and filler in parallel 

In brief, the assumptions made in this analysis are as 
follows: 

(1) An elementary cube of the matrix material con- 
taining a filler particle in its center represents the 
macroscopic behavior of the composite mass. 

(2) The filler particles bond completely to the matrix. 

(3) No separation occurs between the phases, even in 
the case of differing Poissons' ratio values. 

(4) Plane cross-sections normal to the applied force 
remain plane and normal. 

(5) There is no interaction between particles. 

(6) The particle's shape is not specified, although the 
derivation is strictly correct for cubes only. For 
other cases, a shape factor should be included. 

(7) The analysis is for uniaxial stress only. 

(8) The models shown are regarded as mechanicaI and 
not rheological. 

2. Hookean Filler in a Hookean Matrix 

When, for a Hookean filler in a Hookean matrix 
(Fig. l), an axial force F ,  is applied to an elementary 
cube of the composite with volume Vc and cross-sectional 
area VF, the axial stress u is 

We shall consider the resulting length change of the 
cube to be the sum of the length changes of the pure 
matrix at the two ends and of the matrix plus filler at 
the center. Hence, the axial strain E is 

where V r  and Vy are the linear dimensions of the com- 
posite and the filler, respectively. We shall also consider 
that the force at the cross-section through the filler is 
the sum of the forces on the filler and on the matrix, 
whence em and E,+f are given by: 

and 

(4) 

Substituting Eqs. (3) and (4) for E ,  and E , , ~  in Eq. (2) 
and then using Eqs. (1) and (2) in l/Ec = cC/ac, we have 

Fig. 1. Hookean filler in a Hookean matrix 

E 
m 

Em 
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1 vr(vp-vy) v,.. vf” 
Em (Vy - Vf””) + Ef Vf” + - -- 

E, E m  Vy  

(5) 

Noting that Vf/Vc = + and Ef/Em = m, we write 
Eq. (5) in the form 

Equation (6) agrees with Paul’s results. 

When the fillers are rigid particles, m = CQ and 

E-1 = I - + %  (7) E, m=m 

I 
Using a different reasoning, F. Bueche (Ref. 2) reached 
the same result. 

When the fillers are voids, m = 0 and 

3. Newtonian Filler in a Hookean Matrix 

For a Newtonian filler in a Hookean matrix (Fig. 2), 
Eqs. (l), (2) and (3) still apply, and for ~ , + f ,  we again 
assume the force on the central crossdsection to be the 

Fig. 2. Newtonian filler in a Mookean matrix 

150 

sum of the forces on the filler and on the matrix. How- 
ever, the force on the filler now depends on the rate of 
straining, as follows 

The general solution of this differential equation is 

where is the strain at t = 0. 

For F ,  = constant and = 0, Eq. (10) reduces to 

vy -vvy“ 

Vf“ r r e t  
- F c  [I - exp (- 

Em+f - Em(VT -V?) 

where areas were expressed in terms of volumes and r r e t  

was substituted for &/E,. 

Again, as in the case of an elastic filler, Eqs. (3) and 
(11) are substituted for E ,  and em+f in Eq. (2). Equations 
(1) and (2) are then used in 1/E, = E , / c ~  to give 

1 - V,%(V,..-Vf”) v,.. vr” 
-- 

E,VT -I- E,,, (Vy  - VZh f )  E, 

or 

Since a Newtonian liquid acts as a rigid solid for infinite 
velocity of straining, putting t = 0 in Eq. (13) reduces it 
to the case of rigid particles (Eq. 7) .  Similarly, at t = to, 
Eq. (13) reduces to the case of voids (Eq. 8). 

4. Maxwellian Filler in a Hookean Matrix 

Here, the dashpot of Fig. 2 is replaced by a spring and 
dashpot in series and Eqs. (l), (2), and (3) hold as before. 
For emf, the reasoning used in the case of a Newtonian 
filler leads to the following solution: 
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(17) 

Since 

Fc 

where both E ,  and E ,  are time-dependent. The ratio 
of these two values is also time-dependent since 
m = E,/Em(t)  (the ratio of efectiue moduli) varies with 
time in accordance with 

JPL SPACE PROGRAMS SUMMARY 37-57, VOL. 111 151 



where Em(t) is equal to the expression contained in the 
first bwce on the right of Eq. (22), 

rret  ( c )  - - - *f -*{A+ - 
E&) Em1 

is the composite retar 



As each of the five epoxy resins have a common /3 
transition, assignment of diglycidyl ether of bisphenol A 
(DGEBA), the common constituent, as the cause of the 
transition seemed straightforward. As previously dem- 
onstrated (SPS 37-49, Vol. 111), it was this assignment 
that brought uniformity to the sparse literature on the 
dynamic properties of epoxies. However, the failure to 
find transitions for the diethylene triamine (DETA) and 
hexahydrophthalic anhydride (HHPA) cure, and an at- 
tempt to achieve a deeper understanding of the DGEBA 
role in the p transition, prompted the present analysis. 

2. Chemical Structures 

Five DGEBA-based epoxy resins were prepared using 
different curing agents (Fig. 4). Examination of molecu- 
lar models disclosed that DGEBA and two of the cura- 
tives contain mobile moieties (Fig. 5). 

The mobile segment in DGEBA consists of the 
dimethylene ether linkage of bisphenol A (Fig. 5a). As 

for the curatives, one mobile segment was found for 
DETA (Fig. 5b) while another was found for HHPA 
(Fig. 5c). Thus, all the five epoxy resins had in common 
the DGEBA-introduced moiety. In addition, two of the 
epoxies (DETA and HHPA) contained a single curative- 
introduced group each, whereas three of the epoxies 
[ DMP-30, metaphenylene diamine (MPDA), and pyro- 
mellitic dianhydride (PMDA)] contained none. 

3. Dynamic Mechanical Properties 

Figures 6a through 6e show the plots of loss tangent 
(tan 6 )  for each of the epoxies versus reciprocal tempera- 
ture in degrees Kelvin, where the temperature range 
covered extends from -196°C to just short of the epoxy 
glass transition temperature. 

All five tan 6 plots are similar, each having a single 
large transition (hereafter referred to as the p transition) 
followed with decreasing temperature by an apparent 

(a) DIMETHYLENE ETHER LINKAGE OF BISPHENOL A 

c y 3  

(b) ROTATION ALLOWED IN DETA IF CENTRALLY POSITIONED 
SECONDARY AMINE REMAINS UNREACTED 

H 

>N-Q-cH~-cH~- N-CH I - C H ~  

2 g p N <  

(c )  DIETHER BRIDGES FROM ANHYDRIDE CURES 

CH3 

-0-C C- 0 - CH -CH2-0 + / + 3 - C H 2 -  8 %  CH3 

R $ j j  CH3 

I 
I 
0 

o=c 

D 
O = i  

-0 -C C - 0- CH2 -CH - CH2 - 0 ~ ~ ~ 0 - C H 2 -  

CH3 
II II 
0 0  

fig. 5. Mobile groups in cured epoxy resins 
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Fi ts for the cured epoxy resins 
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linear dependence of the logarithm of tan 8 with recipro- 
cal temperature. Aside from the p transition, no other 
transitions are observed in the curves, especially in the 
case of DETA and HHPA where an additional transi- 
tion was anticipated as each had an additional mobile 
segment. However, the temperatures corresponding to 
the maximum of the p transition, as well as the values 
of tan e at the maximum of the p transition, vary for 
the five systems (Table 2). 

DETA 

DMP-30 

MPDA 

HHPA 

PMDA 

4. J3 Transition 

-60 0.0626 2 

- 05 0.0525 3 

- 64 0.0409 2 

-65 0.0563 2 

- 95 0.041 5 4 

Since DGEBA is responsible for the p transition, then 
the concentration of DGEBA should be related to the 
intensity of the p transition. Figure 7 shows plots of 
tan e for each epoxy divided by its respective concen- 
tration of DGEBA. It is apparent that these DGEBA- 
normalized curves divide into two distinct sets, one of 

0.10 

0.09 

0.m 

0.07 

Z 
P 2 0.06 

t 
s 0.05 

2 
B 

s 

lx I- 

V 
Z 

\ - 0.04 z 

0.03 

0.a 

0.01 

( 

which consists of three epoxies in which the normalized 
p transitions superimpose (after shifting along the tem- 
perature axis), and the other consisting of two epoxies 
whose curves could not be superimposed. The two 

Table 2. J3 transition properties of the 
cured epoxy resins 

I Curative 
functionality I (tan fLSx I Tmax, o c  I Curative I 

I I 
DGEBA TEMPERATURE CURATIVE-INTRODUCED 1 

CURATIVE CONCENTRATION, s/ml SHIFT FACTOR, A GROUP 

- 0 DETA 1.0864 8.0 YES 

0 DMP-30 1.1625 0.6 NO 

0 MPDA 1 .0289 0.0 NO 

- A HHPA 0.6960 16.0 YES 

0 PMDA 0.9169 0.8 NO 

! -4 

SHIFTED TEMPERATURE AXIS 103/T - A, O K - ’  

Fig. 7. Loss tangents for the cured epoxy resins normalized on the basis of DGEBA concentration 
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epoxies not yielding superimposed normalized p transi- 
tions were DETA and HHPA, each having a curative- 
introduced group, whereas the three which superimposed 
contained only the common DGEBA-introduced group. 
The intensity of the p transition for both DETA and 
HHPA, when normalized on a DGEBA basis, exceeded 
that for the other three, which strongly suggests that 
curative-introduced groups in epoxies having mobility 
act to enhance the activity of DGEBA involvement in 
the p transition. This is of significance since it is cur- 
rently accepted that impact resistance and other shock- 
related properties of polymers in their solid state are 
related to the p transition. 

5. Standard linear Viscoelastic Model 

Although the five epoxy curves did not all superim- 
pose when normalized to the concentration of DGEBA, 
when plotted as the logarithm of tan e versus reciprocal 
temperature, they could be shifted to a common master 
curve (Fig. 8). The bell shape of this master curve can 
be fitted with a mathematical expression derivable from 
the so-called standard linear viscoelastic model (Ref. l), 
which has a single relaxation time. Such a restriction is 
generally assumed for the mobility of lacalized and 
isolated groups along the backbone of a polymer below 
its glass transition temperature. The expression is 

eQ [%(+ - k)] 
tan 6 = 2(tan e),, 

1 + exp [ +- (+ - ~ ) ]  
where 

tan 6 = value of the loss tangent of the p transition 

(tan e),, = maximum value of the p transition 

H = activation energy of the p transition 

T = absolute temperature in OK 
Tm = temperature at the maximum 

R = gas constant 

The fit of this expression to the data (Fig. 8) is seen 
to be excellent. The activation energy for the bell-shaped 
master curve was found to be H = 2.88 kcal. Unfor- 
tunately, no corroborating activation energy data was 
found on other epoxies or on the other DGEBA- 
containing polymers such as polycarbonate and poly- 
sulfones. As all five epoxy curves superimposed, the 
activation energy associated with the DGEBA process 

1 0-1 
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4 
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E 
< 5 
Z 
5 
3 
VI VI 

6 

4 

2 

10- 

CURATIVE 

- 0 DETA 

0 DMP-30 

MPDA 

A HHPA 

0 PMDA 

- 

ALL CURVES SHIFTED 
RELATIVE TO DETA 

L~~~~~~ CURVE FITTED 
WlTH STANDARD LINEAR 

H = 2.88 kcal/mole 
- VISCOELASTIC MODEL 

4 12 10 8 6 4 

103/T, 

Fig. 8. loss tangent master curve 

in each of the different epoxies is the same, inasmuch as 
the activation energy is only related to the half-width 
of the bell-shaped curve and is independent of (tan 8),, 
and Tm. This implies that the curative segments did not 
cause a new transition but only enhanced the intensity 
of the DGEBA process. Based on the direction of this 
analysis, it must be concluded that the diether bridges 
from anhydride curves (Fig. 5c) strongly enhance the 
DGEBA p transition, possibly also explaining the high 
impact values observed for phthalic-anhydride cured 
epoxies (Ref. 2). 

6. Temperature of the j? Transition Maximum 

As previously mentioned, the temperature at the max- 
imum of the p transition varied for the five epoxy resins 
from -95°C for PMDA, to -85°C for DMPSO, to 
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essentially a constant -65°C for DETA, MPDA, and 
HHPA (Table 2). No reasonable explanation for this has 
yet been developed; however, the correlation between 
the functionality of the curative and the temperature 
(Table 2) may provide a clue. The PMDA has a func- 
tionality of four and the lowest temperature, DMP-30, 
with a functionality of three, is next higher, followed by 
a cluster of the three remaining curatives at -65°C each 
having a functionality of two. 

~~ ~ 

0 2  

HzO 
C02 
N2 
Ar 

At first inspection, it appears that DETA is properly 
a trifunctional curative and should therefore have ex- 
hibited a temperature comparable to the other trifunc- 
tianal curative DMPSO. However, if the central amine 
of DETA had reacted during cure, there would have 
been no mobile curative-introduced group for DETA. 
This would have resulted in the ,8 transition of that 
system simply superimposing based on normalization by 
DGEBA concentration. The failure of the DETA system 
to perfom in this manner, coupled with the temperature 
at maximum clustering with two definite difunctional 
curatives, provides strong dynamic-analysis evidence for 
the failure of the central amine to have reacted. This 
conclusion is supported by some indirect chemical evi- 
dence given in Ref. 3. 

0.73 % 
0.33% 

0.11% 
0.01 % 

98.8% 

Returning again to the correlation between tempera- 
ture at the maximum and functionality, and if we further 
argue that the DGEBA process requires a minimum free- 
volume in which to occur, then perhaps the functionality 
of the curative is in some way involved in establishing 
the level of free volume in polymers. 

7. Stretch-Induced Transitions 

In examining the Hirschfelder Molecular Models for 
the mobile segments, it was concluded that the DGEBA- 
introduced group had mobility only if the backbone 
chains were in a stretched or extended configuration, 
i.e., bending, coiling, or kinking of the chain at this point 
prevented free mobility of the DGEBA group. This was 
confirmed independently by 0. Katz and A. V. Tobolsky 
(Ref. 4) from modulus measurements related to the con- 
figuration of the backbone. Accepting this point of view, 
it follows immediately that the intensity of the p transi- 
tion might be increased during dynamic testing if the 
sample is under tension. 
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C. Simulation of the Venus Atmosphere, R.  H. Silver, 

1. Introduction 

S. H. Kalfayan, and V .  W. Bellin 

The Venus atmosphere was shulated for the purpose 
of an initial study of the effects of planetary environ- 
ments on the properties of polymeric materials. The 
simulation was based on the information obtained by 
the planetary landing probe Venera 4 (Section 0). 

2. Composition of the Simulated Atmosphere 

follows (Refs. 1 and 2): 
The Venus atmosphere is reported to be composed as 

90 t 1 0 %  (probably > 90%) 
0.41.6% (probably - 1%) 

~ < 7% (probably < 2.5%) 
HZ0 0.147% 

Based on the above data, a gas mixture of the follow- 
ing percent by weight composition was ordered: 

0.75% 
1.1% 2 1 98.15% 

The percentage of water was set at 1.1 to ensure a suf- 
ficient supply of water vapor. However, at the specified 
bottle pressure of 600 psig, and at ambient temperature, 
a gas mixture containing 1.1% water vapor was not 
expected. 

The following mass-spectrographic analysis is typical 
of the composition of the gaseous mixture sampled 
directly from the supply bottles: 
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Analysis of the above gas mixture, sampled after it 
had been in the test chamber operating at test condi- 
tions, showed the following composition: 

0.84% 
0.07% 

98.6% 
0.49% 
0.1 % 

The increase in the percentage of oxygen, nitrogen, 
and argon, the normal constituents of air, is probably 
due to imperfect flushing of the test chamber by the 
gas mixture. 

3. The Temperature and Pressure of the Simulated 
Atmosphere 

Venera 4 indicated the Venus atmosphere to be 
18.5 k3.5 atm and the temperature to be 544°K (520°F) 
at the surface (Refs. 1 and 3). Although these figures are 
disputed on the ground that Venera 4 probably had not 
reached the surface when it stopped sending data (Refs. 
3 and 4), values close to those obtained by Venera 4 
were used in the present experiments; the temperature 
and pressure were set at 550 210°F and 260 +5 psig, 
respectively. 

4. Description of the Test Chamber 

The chamber that served as the simulator was a 10-in.- 
diam X 12-in.-long cylindrical tank constructed of stain- 
less steel. Ports on each side of the cylinder served for 
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Fig. 9. Simulator test chamber 
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gas inlet and outlet. Stainless-steel sheathed copper- 
constantan thermocouples were inserted near each port. 
The front cover plate, as originally supplied by the 
manufacturer, had an asbestos-graphite gasket seal, which 
proved inadequate at the test pressure because of leak- 
age. This problem was solved by using a %-inhick 
tefion disc with the same diameter as the cover plate, 
The disc could be used for several runs at the test con- 
ditions without significant distortion or deterioration. 
Test specimens of polymeric materials were placed on 
two stainless-steel shelves within the cylindrical tank 
(Fig. 9). 

The simulator was pIaced in a Conrad environmental 

residual air. During the fourth and final purging, the 
gas pressure was brought to 50% of the required value. 
The steadily rising gas pressure, resulting from heating 
of the environmental chamber, was adjusted to its de- 
sired value after the test temperature of 550 & L O O F  was 
reached. Gas flow through the simulator, at a rate of 
10 ml/min, was carried on during the entire course of 
an exposure. Sampling for mass-spectrographic analysis 
was made after externally reducing the pressure in the 
simulator (Fig. 10). Thermocouples, the outputs of which 
were recorded on a potentiometer strip-chart recorder, 
were placed in both the simulator and environmental 
chamber and were used to constantly read out the 
temperature during a run. 

chamber capable of heating it to the desired temperature 
and holding the temperature within the specified tol- 
erance. The simulator was then evacuated three SUC- 

cessive times and purged with the test gas to eliminate 

Figure 11 shows the he-temperature-pressure con- 
ditions that existed during a run. A cam-type timer was 
set to turn off the heat automatically after the required 
exposure period of 6, 24, or 72 h. 

Fig. 10. Test setup diagram 
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0.1-0.7% 
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Fig. 11. Conditions during a cycle 

D. Effects of Simulated Venus Atmosphere on 
Polymeric Materials, S. H. Kalfayan, R. H. Silver, 
and V. W. Bellin 

1. Introduction 

In October 1967, Veneru 4 entered Venus’ atmos- 
phere and sent back data concerning temperature, pres- 
sure and atmospheric composition as it descended to the 
surface (Ref. 1, 2). Based on this data, environmental test 
conditions were set up to simulate the Venus atmosphere 
(Section C) and a number of selected polymeric mate- 
riah were tested after exposure to this environment. All 
tested materials were commercially available products 
with proven compatibility to spacecraft sterilization con- 
ditions. They also represented a number of functional 
classes, such as adhesives, encapsulants, coatings, circuit 
board materials, films, etc. 

This article summarizes the results obtained from these 
tests. 

2. Experimental 

a. Environmental test conditions. The test equipment 
used is described in Section C. Table 3 shows the test 
conditions used in the Venus atmospheric simulation. 
These conditions, first thought to exist on the equatorial 
surface of Venus, most probably describe the conditions 
at some distance from the surface. There are arguments 

that support the hypothesis that Venera 4 did not reach 
the planet’s surface before it stopped sending data 
(Ref. 3). 

b. Sample mdteriak and preparation for testing. As 
previously mentioned, the materials tested were com- 
mercial products of well-known polymeric composition. 
Test specimens were prepared as required by the standard 
test methods used, i,e., some of the products (e.g., the 
encapsulants and adhesives) required such preliminary 
handling as mixing and degassing before castings or test 
specimens could be prepared. 

c. Tests wed .  Standard tests were used as applicable 
to each class of compounds. Weight losses were measured 
to an accuracy of k0.1 mg and dimensional change 
measurements were accurate to k O . 1  mil. 

3. Results and Discussion 

The polymeric products of interest were subjected to 
a screening program consisting of only 6 h of exposure 
to the conditions shown in Table 3 and a limited amount 
of testing after exposure. The materials that passed the 
preliminary screening tests were subjected to the same 
conditions for longer durations and then tested more 
extensively. 

The results of the preliminary screening tests are given 
in Table 4. This table also shows the basic polymeric 
constituent of each product and the functional class to 
which it belongs. From this table, it may be seen that 
only six products met the compatibility criteria set for 
the screening program. 

Two materials, Teflon FEP (polyperfluoroethylene 
propylene, No. 14. Table 4) and Exp 820 (poly-2,Z’- 
hexamethylene-5,s’-bibenzimidazole, No. 15, Table 4) 
had melted and deformed at the exposure temperature. 
However, after the specimens were brought to room 
conditions, the mechanical properties seemed intact and 
the little weight loss indicated that chemical degradation 
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was practically absent. If these two plastics had been 
reinforced by fibrous materials, they probably would 
have been dimensionally stable. In the near future, to 
test this hypothesis, a glass-reinforced and a graphite- 
reinforced polybenzimidazole will be exposed to the 
same conditions. 

102 

97 

91 

91 
- 

- 

The six products that passed the preliminary screening 
were then exposed for 24 h to the simuhted Venus 
atmosphere. Three of these (Le., Viton 77-545, GP-77 
and Pyre-ML, RK 692) failed to meet the compatibfity 

104 104 105 

94 94 106 

54 40 

40 - 93 

- - 8 Ob 

- - 70' 

criteria, which essentially consisted of retaining at least 
70% of original mechanical, physical, and electrical 
properties and losing less than 2% of original weight 
(Tables 5 and 6). The three remaining compounds (Teflon 
TFE, Fiberglas 91LD, and Kapton 100) then were 
exposed 72 h to the simulated conditions. Kapton 100, 
the sample most affected by this exposure, retained 
40% of its original elongation and 63% of its original 
tear strength after this treatment. Its tensile strength 
was well retained. The other two compounds were 
affected very little by the 72-h exposure. 

Pyre-ML, RK 692 

Table 4. Resulfs of preliminary screening testsa 

GP 77 

Pyre-ML, RK 692 

Commercial designation 

DEN 438/amine 

RTV 891 

RTV 140 

GP-77 

Pyre-ML, RK 692 

Viton 77-545 

Hadbar 5000/50 

PMP 6035 

Sylgard 184 

Kaptan 100 

EG 758 

Fiberglas 91 LD 
Teflon TFE 

Teflon FEP 

Unfilled Exp 820 

PPO 

- - - 
- - - 

Material type 

Epoxy Novolac/amine 

Silicone 

Silicone 

Silicone resin 

Poly imide 

Fluorocarbon 

Fluorosilicone 

Silicone 

Silicone 

Polyimide 

Epoxy/glass 

Phenalic/glass 

Fluorocarbon 

Fluorocarbon 

Poly benzimidazole 

Polyphenzlene oxide 

Functional class 

Adhesive 

Adhesive 

Adhesive 

Coating 

Coating 

Elastomer 

Elastomer 

Elastomer 

Encapsulant 

Film 

Reinforced plastic 

Reinforced plastic 

Plastic 

Plastic 

Plastic 

Filled plastic 

Comments I No. 

1 

2 

3 
4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

aTests performed after 6-h exposure to the simulated Venus atmosphere. 
I 

Test samples came apart 

Very low tensile shear strength 

Test samples came apart 

Pass 

Pass 

Pass 

Melts 

Embrittlement 

Soft ens 

Pass 

Charring 

Pass 

Pass 

Melts 

Softens and deforms 

Decomposes 

. . .- . -. . -. 
I I After 6 h I After 24 h I After 72 h I After 6 h I After 24 h I After 72 h I After 6 h I After 24 h I After 72 h I 

Teflon TFE 

Fiberglas 91 LD 

Kapton 100 89 

Viton 77-545 ] 92 I 50 I - 

101 

108 

8 9" 

105 

Peeling 
started 

> 20' 

100 

103 

63' 
- 

Not tested 

BProperty measured was tear strength. 

bProperty measured was scrape-adhesion. I 
~~ ~ ~~ _ _ ~ -  ~~ 
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4. Conclusion 

Only a few of the polymeric materials presently used 
in spacecraft would be able to withstand a simulated 
Venus atmosphere, and, the conditions at the surface of 
Venus are probably more severe than those used in the 
simulation. 
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E. Poly(isobutyiene1 Prepolymers, 1. Miller 

1. Introduction 

Solid propellant prepolymers must exhibit minimum 
reactivity with propellant oxidants, be of maximum 
average molecular weight and low bulk viscosity, and 
yield cured solid propellants with relatively temperature- 
independent mechanical properties (SPS 37-45, Vol. IV, 
pp. 113-115). Difunctional poly(isobuty1ene) (PIB) seems 
to satisfy the above requirements; however, its limited 
means of preparation has discouraged the use of this 
polymer as a solid-propellant prepolymer candidate (SPS 
37-45, Vol. IV). Isobutylene is readily polymerized by 
strong Lewis acids A in the presence of minute quantities 
of H,O to yield a terminally-unsaturated, monofunctional 
polymer with a degree of polymerization Fn inversely 
proportional to the temperature of polymerization. The 
mechanism of polymerization is believed to be 

A + H 2 0  -6 AOH-H+ 

/CH3 ki 
AOH- H+ + CH, = C (M) --+ HM’AOH- 

\ 
‘ 3 3 3  

HM’AOH- + nM __j kp ‘ ) A O H -  

kt,  --+ P+HM+.  DH- 
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where 

ki = rate constant for initiation of polymerization 

kp = rate constant for propagation of polymerization 

kt = rate constant for termination of polymerization 

n = number of monomer molecules or units 

M = monomer 

P = polymer 

kt,. = rate constant for chain transfer 

When rate termination Rt predominates, the following 
relationship is valid: 

x,, = [ ~ ]  M 

where Rp is the rate of polymerization. Thus, if 
the activation energy for termination is greater 
than that for propagation, the polymer molecular weight 
will increase with decreasing temperature. It can be seen 
from the above that if an unsaturated Lewis base is sub- 
stituted for H,O, and if Rt>>Rt, (rate of transfer), it 
might be possible to prepare a difunctional PIB with a 
number average molecular weight dependent on 
temperature and monomer concentration. A program was 
thus initiated to prepare PIB using TiC14, a strong A, and 
allylic halides as unsaturated Lewis bases. 

2. Experimental 

using TiCI, and allylic halides (e.g., allyl chloride) is 
a. Equipment. The desired mechanism for initiation 

TiCl, + CH, = CH - CH,Cl -> CH, = CH - CH; TiCl; 

CH, 7’ Ri I etc. 
CH, = CH - CH; TiC1; + CH, = C CH, = CH - CH, - CH, - C + TiCI; -> 

I 
CH, 

\ 
CH, 

Any water or air present in the system would compete 
with allyl chloride and decrease the overall functionality 
of the polymer. Such competition necessitated the con- 
struction of a high-vacuum system and an efficient pro- 
cedure to dry all reagents (Fig. 12). West-glass high- 
vacuum, greaseless stopcocks were used to minimize 
solution of isobutylene, allylic halides, and hydrocarbon 
solvents in the conventional stopcock greases. A vacuum 
of 1 X torr could be attained in 72 h by operating the 

ion and diffusion pumps in series. The vacuum could 
then be maintained, and occasionally improved, with the 
Ultek ion pump. This procedure eliminated baking of the 
system and constant monitoring of the traps on the diffu- 
sion pump. An accurate reading of the system’s pressure 
could also be obtained from the Ultek gage thus eliminat- 
ing the use of troublesome ionization gages. 

PlRANl GAGE 

MOLECULAR SIEVE BARIUM OXIDE MOLECULAR SIEVE 

ISOBUTYLENE INJECTION MERCURY ALLYL CI PENTANE REACTION 
OVER PORT MANOMETER OVER OVER SYSTEM 
CALCIUM HYDRIDE MOLECULAR SIEVE BARIUM OXIDE 

5A 

Fig. 12. Vacuum system for isobutylene polymerization 
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b. Purification of reactants. The TiCl, (boiling point 
= 136°C) was distilled at atmospheric pressure under 
nitrogen. The middle fraction was collected and intro- 
duced into the vacuum system at the injection port and 
collected at dry ice-acetone temperature. The TiCl, was 
distilled twice more on the vacuum train at ambient 
temperature and collected at dry ice-acetone tempera- 
ture. The middle fraction was kept after each distillation. 

Pentane was distilled at atmospheric pressure under 
nitrogen onto a 5A Linde molecular sieves. The middle 
fraction was kept and introduced into the vacuum system, 
collected at liquid-nitrogen temperature over a molecular 
sieve, stirred and degassed, and finally distilled onto 
anhydrous barium oxide. 

Allyl chloride and methylallyl chloride was purified 
analogously to pentane and stored over a 5A molecular 
sieve. 

Isobutylene was introduced at its injection port onto 
calcium hydride at liquid-nitrogen temperature, warmed 
to room temperature, stirred for a week, and finally dis- 
tilled onto and stored over barium oxide. 

All reagents were periodically stirred over their drying 
torr at agents for several days and degassed to 

- 196°C. 

c. Procedures and techniques. Polymerizations were 
run in a specially-constructed reaction vessel (Fig. 13). 
All reagents were degassed to torr, followed by 
evacuation of the entire system to a pressure of lo-* torr. 
A 5-mI sample of methanol was sealed in the section 
indicated in Fig. 13. Standard vacuum-line procedures 
were used to manipulate the reactants (Ref. 1) .  The 
required amounts of isobutylene and allyl chloride were 
measured into the dosage bulb and condensed in section 
B. The desired amount of pentane was measured into 
section A and then condensed into section B. 
Finally, the TiCl, was condensed and measured into 
section A followed by sufficient pentane to increase the 
total volume to 10 ml. The reaction system was sealed, 
removed from the vacuum line, placed in a Conrad 
chamber and allowed to equilibrate at the desired 
temperature for 3 h. The break seal on section A was 
broken and the vessel was inverted allowing the TiCI, 
solution to flow into section A. The resultant yellow solu- 
tion was stirred the desired period of time. Polymerization 
was finally terminated by destruction of the catalyst with 
methanol. The solution was washed with water and dried 

TO VACUUM SYSTEM 

MAGNETIC 

ALLYL CHLORIDE 

MAGNETIC STIRRER TiCI4 +PENTANE 

I 1  SECTION B 

U 
SECTION A 

Fig. 13. Polymerization reaction vessel 

over magnesium sulfate. The pentane was removed at 
reduced pressure and the resultant polymer was dried 
at 50°C under vacuum. 

Intrinsic viscosities were determined at 25°C in pen- 
tane by standard procedures. Viscosity average molecular 
weights were determined from the equation 

En] = K'M, a 

where K' = 2.6110-, and a = 0.70 at 25°C. Number aver- 
age molecular weight &in was then determined using the 
relationship 

- 
M, 
1.83 

- 
M,=- 

Infrared spectra were recorded on a Perkin Elmer 421 
spectrometer. 

3. Results and Discussion 

Results of nine runs will allyl chloride and one run with 
methallyl chloride are summarized in Table 7. The lowest 
molecular weight obtained was 7300 (run 6). Attempts 
to decrease molecular weight by increasing reaction 
temperature failed (run 7);  however, it appears a,, is 
proportional to monomer concentration (compare runs 5 
and 9). The single run with methallyl chloride at 0°C pro- 
duced a polymer with a relatively high molecular weight. 
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Table 7. Polymerization test results 

Allyl 
chloride, Reaction Temperature, Isobutylene, I time,h 1 O C  

1 mole 1 Run" 

1 1.5 -30 2.58 0.0029 
2 0.75 -30 2.66 0.043 
3 4 - 30 2.54 0.1 7 
4 24 0 2.54 0.17 
5 24 0 2.58 0.36 
6 4a 25 2.63 0.1 7 
7 96 44 2.60 0.1 7 
a 120 25 1 .ao 0.20 
9 72 0 1.36 0.34 

1 ob 24 0 2.56 - 
aAll runs in pentane. 

bEfficiency was hioher than all other polymerizations. 

Methallyl 
chloride, 

mole 
7 T U ,  mole 

0.1 5 - 
0.13 - 
0.26 _. 

0.26 0.204b 
0.52 0.503 
0.27 0.200 
0.27 - 
0.27 - 
0.49 0.335 
0.26 0.505 

- 
Mil 

Very high 
Very high 
Very high 
10,360 
27,400 
7,300 
No polymer 
No polymer 
15,300 
27,600 

Infrared spectra of samples pressed between salt plates 
indicated the presence of functionality; however, samples 
of comparable molecular weight of known functionality 
were not available for comparison. A nuclear magnetic 
resonance method is now being developed to determine 
functionality. 

More must be done before conclusions can be drawn 
as to the feasibility of this method for preparing difunc- 
tional PIB prepolymers. Perhaps, through variation of 
temperature, time, and monomer concentration, a poly- 
mer of En approximating 1000 can be made. Other func- 
tional halides and more active A might be used to 
increase polymerization efficiency. Finally, other sources 
of functional initiation must not be discounted, i.e., 

0 
li 

NOiBF,, CH,CO+BF i ,  Et,O+BF;, etc. 

Such salts in highly polar aprotic media could yield 
surprising results. However, the most promising approach 
for obtaining difunction PIB involves direct polymeriza- 
tion by molecular sieves. Current work shows that difunc- 
tionally unsaturated PIB can be prepared readily by this 
method. 
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F. The Aging of Styrene-Butadiene Rubber: 
A Spectral Investigation, R.  Rakutis and 
S. H. Kalfayan 

1. Introduction 

Absorption changes in the infrared spectra of polymers 
as the result of oxidation may be expected in the follow- 
ing three regions: (1) 3730-3000 cm-l due to hydroxyl 
(-OH) groups, (2) 1840-1630 cm-I, the absorption region 
of carbonyl (>C = 0) compounds, and (3) 1350-741 
cm-l, which corresponds to absorption by ether, perox- 
ide, and hydroperoxide structures (Refs. 1, 2, 3). Since a 
study of these changes in absorption during oxidation of 
styrene-butadiene rubber (SBR) appeared to provide one 
possible method of determining the kinetics of oxidation, 
it was decided to carry out a few preliminary experi- 
ments in this area. Accordingly, an exploratory investi- 
gation was made on the structural changes resulting from 
the oxidation of SBR films cast on sodium chloride plates. 
The temperature and length of time needed to effect a 
change in the infrared spectrum of the SBR films was 
observed and recorded. 

It was also of interest to examine the possibility of 
using infrared spectroscopy as an added tool in the in- 
vestigation of the changes, both mechanical and chemi- 
cal, taking place in the elastomer as it was placed in a 
stress relaxometer at elevated temperatures. 

The near-infrared region of the spectrum (1-3 pm) 
may also be used for the determination of certain func- 
tional groups in organic compounds. Bands at about 1.62 
and 2.10 pm indicate terminal unsaturation and a band 
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at 2.14, cis unsaturation (Ref. 4). The primary absorption 
bands of the -OH stretch of alcohols, hydroperoxides, 
and acids are found between 2.75 and 2.83 pm (Refs. 5, 
6). Since there was a good possibility that the near- 
infrared spectra of the oxidized SBR rubber would show 
definite changes in the terminal methylene-group region 
as well as in the -OH region, it was decided to look at 
the near-infrared spectra of the SBR films. The near- 
infrared also has the additional advantage that much 
thicker films (Ref. 7) can be used in the spectral measure- 
ments than in the case of the infrared. 

2. Experimental 

For the oxidative study of SBR (obtained from the 
National Bureau of Standards, lot 386F, type 1500), films 
from a 2% solution of the rubber were cast on sodium 
chloride plates. One sample was as-received SBR, and 
the other (sample 1) was milled, but not cured, with 
0.9% dicumyl peroxide. After the solvent was allowed to 
evaporate, the sodium chloride plates were placed in an 
oven and heated in air at the desired temperature. 
The infrared spectra were taken on a Perkin-Elmer 
421 recording spectrophotometer while a Cary 14 record- 
ing spectrophotometer was used for near-infrared 
measurements. 

In preparing films for stress-relaxation measurements, 
SBR rubber (sample 2) was milled with 0.3% dicumyl 
peroxide and cured in a press for 1 h at 310°F. The 
desired thickness was obtained by using different sized 
molds in the press. (For these preliminary investigations, 
7-8-mil thick films were made.) A 3 1/16-in. long 
dumbbell-shaped die was used to cut samples for the 
relaxometer. The rubber films were heated in air at 100 
and 125"C, respectively, for 22 h at an extension of 16% 
(based on the total length of the sample). 

3. Results 

There were no observable changes in the infrared 
spectra after sample 1 was heated for 1 h at 100°C. 
The temperature was then increased to 120°C and the 
sample heated for an additional 4 h, which resulted in 
a gradual increase in the =C = 0 peak (1720 cm-l) and 
in the -OH peak (3400 cm-l) (Fig. 14) The ether region 
(1200-1000 cm-l) of the spectrum also showed a general 
increase in the intensity of absorption. These results are 
in good agreement with other oxidation studies of natural 
as well as synthetic rubber (Refs. 8, 9, 10). The presence 
of the >C = 0 and -OH peaks in the spectra was 
explained by the decomposition of the unstable peroxides 

HEATED 1 h AT 100°C PLUS 

HEATED 1 h AT 100°C PLUS 

----- 
2-1/2 h AT 1204C 

4 h AT 120'C 
. . . . . . . . . 

WAVELENGTH, 

fig. 14. Infrared spectra of SBR rubber 

into a whole series of secondary reaction products, i.e., 
alcohols and enolized ketones (Ref. 10). 

In the stress relaxation versus infrared measurements, 
comparisons were made of the spectrum before and after 
the stress relaxation experiments. Even though the 7-8- 
mil samples were too thick to obtain good spectra, there 
was enough transmission in the regions of interest to 
observe the changes taking place. After stress relaxation 
at 100°C for 22 h, the SBR film showed no spectral 
change other than a very slight weakening in the intensity 
of the small -OH peak that had been present at the 
start. The sample had darkened in color, but was not 
brittle. When a new SBR sample was subjected to stress 
relaxation at 125"C, the film changed to a brittle, yellow 
material that broke towards the end of the experiment. 
The infrared spectrum of the exposed sample showed 
no detailed structural peaks. There were only three very 
broad regions of absorption: (1) -OH at 3500-3400 
cm-l, (2) >C = 0 at 1800-1700 cm-l, and (3) a wide 
area of absorption from 1460-800 cm-I. 

The near-infrared spectra also showed no change after 
the 100°C treatment. Moreover, evsn after treatment at 
125" C, the near-infrared spectrum of the sample was 
almost identical to that of the untreated spectrum 
(Fig. 15). There was a decrease in the areas of the two 
doublets at 2.36 and 2.32 pm (-CH, - absorption), but 
the general appearance of the spectrum was not changed. 
Results similar to the, above were reported on natural 
rubber (Ref. 11). In that investigation, the chemical 
changes that could be measured spectroscopically by the 
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Fig. 15. Near-infrared spectra of SBR rubber 

infrared occurred only at and beyond the point where 
the mechanical properties had already been profoundly 
altered. With the SBR film, another reason for the lack 
of change in the near-infrared spectrum was probably 
the fact that the -OH and =C = 0 stretching vibration 
bands lie in the 2.7 to 3.0-pm region. This region is not 
accessible to the Cary 14 spectrophotometer and, thus, 
the main products formed on autoxidation of SBR could 
not be observed in the near-infrared spectra. 

4. Fufure Work 

From observing the changes in the spectrum of the 
heated SBR film, it seems that a kinetic study could be 
made on the oxidation of SBR by following the change 
in absorbance of, for example, the>C = 0 peak. How- 
ever, such a study should utilize only purified SBR 
without anti-oxidants or other additives. The same study 
might be possible using the near-infrared, but only with 
a spectrophotometer that can be used in the 2.5 to 3.0-pm 
region. 

Since there seems to be no clear explanation for the 
large concentration of -OH groups formed as oxidation 
products, it would be interesting to attempt product 
isolation and subsequent identification. Perhaps more 

rigorous oxidation conditions would provide simpler 
reaction paths and a smaller number of products that 
could then be readily identified. 

References 

1. Binder, J. L., “Infrared Spectroscopy,” Rub. Chem. Technol., 
Vol. 35, p. 57, 1961. 

2. Stolyarov, B. V., “Application of Infrared Spectroscopy to 
Studies of the Oxidation of High Polymers,” Zh. Prikl. a i m , ,  
Vol. 34, No. 12, p. 2726, 1961. 

3. Bellamy, L. J., The Znfra-Ted Spectra of Complex Molecules, 
John Wiley & Sons, Inc., New York, 1958. 

4. Goddu, R. F., “Determination of Unsaturation by Near-Infrared 
Spectrophotometry,” A d .  Chem., Vol. 29, p. 1790, 1957. 

5. Slover, H. T., and Dugan, L. R., “Application of Near Infrared 
Spectrophotometry to the Study of the Autoxidation Products 
of Fats,” I .  Am. Oil Chem. SOC., Vol. 35, p. 350, 1958. 

6. Goddu, R. F., “Determination of Phenolic Hydroxyl by Near- 
Infrared Spectrophotometry,” Anal. Chem., Vol. 30, p. 2010, 
1958. 

7. Willis, H. A., and Miller, R. G. J., “Quantitative Analysis in the 
2-P Region Applied to Synthetic Polymers,” J .  Appl. Chem. 
(London), Vol. 6, p. 385, 1956. 

168 JPL SPACE PROGRAMS SUMMARY 37-57, VOL. 111 



8. Kello, V., Tkac, A., and Hrivikova, J., “A Study of the Aging 
of Natural Rubber by Means of Infrared Spectroscopy. Part V: 
Aging Accelerated by Heat,” Rub. Chem. Technol., Vol. 29, 
p. 1245,1956. 

9. KeUo, V., and Tkac, A., “A Study of the Aging of Natural 
Rubber by Means of Infrared Spectroscopy. Part VI. Aging by 
Heat and Light Discussion,” Rub. Chem. Technol., Vol. 29, 
p. 1255,1956. 

10. Field, J. E., Woodford, D. E., and Gehman, J. D., “Infrared 
Study of Oxidation of Elastomers,” J .  Polymer Sci., Vol. 15, 
p. 51, 1955. 

11. D’Or, L., and Kossler, I., “An Infrared Spectrometric Study 
of the Oxidation of Natural Rubber,” Rub. Chem. Technol., 
Vol. 25, p. 251, 1952. 

G. Creep of Elastomers Undergoing Aging, 

1. Introduction 

J. Moocanin, J. J. A k l o n i ~ , ~  R. F .  Fedors, and R. F. Landel 

A theoretical analysis of the viscoelastic behavior of 
elastomers undergoing scission reactions was reported in 
SPS 37-54, Vol. 111, pp. 105-107. This initial analysis pro- 
vided a conservative estimate of fatigue life. The present 
theoretical development takes into account the effect of 
sample history on the creep behavior. 

2. Discussion 

In general, when considering the problem of predicting 
the creep response of an elastomer undergoing scission 
reactions, one knows the viscoelastic response of a given 
non-degrading elastomer as a function of the crosslink 
density or number of effective chains V. Also, if Plazek‘s 
equation (SPS 37-54, Vol. 111) is generally valid, this 
response can be predicted over at least ten decades of 
time. From studies of degradation reactions at several 
temperatures, one should be able to deduce the relevant 
rate constants for the temperature of interest, e.g., room 
temperature. From the rate constants, one can then 
calculate the rate of change of V. Thus, we wish to predict 

where J is the shear creep compliance, while knowing 
from separate experiments how J depends on v for non- 
degrading systems and how v varies with time for a 
degrading system. Crosslinking networks, being more 
difficult to treat, will not be considered in this article. The 
following is the approach developed for the case in which 
scission takes place. 

’Department of Chemistry, University of Southern California, Los 
Angeles, Calif. 

For networks undergoing scission, we assume that the 
elastomer will exhibit, at a given time, the same response 
as a non-degrading elastomer of equal V. This is illus- 
trated in Fig. 16 for the case of a single change in cross- 
link density at t” from v l + v Z .  The dashed curves 
represent the response for non-degrading elastomers hav- 
ing densities v1 and vz, respectively. The predicted “de- 
grading” system, represented by the solid curve, follows 
the response of curve v1 until t”. After t”, it follows curve 
vz translated horizontally by the amount a. The necessary 
physical assumption to justify this shift is that all of the 
load is uniformly distributed among the network chains 
before reaction, and that when scission occurs, the load 
is uniformly redistributed instantaneously among the 
remaining chains. In terms of a model representation, this 
would imply that we start with a sufficient number of 
Voigt viscoelastic elements in parallel to simulate the 
response of the network with vI chains; at t” we remove 
the elements corresponding to vl-vz network chains. By 
restricting our treatment to a horizontal shift, we neglect 
the possibility of an instantaneous Hookean response 
when the load per element is increased. 

In order to arrive at a mathematical representation of 
this treatment for a system undergoing continuous chem- 
ical change, we have assumed that the shear creep compli- 
ance J(t)  can be represented by the following equation: 

/’ 

I I 
log t 

Fig. 16. Hypothetical compliance curve for a single 
discontinuous change in crosslink density 
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1 + (t/r)'/n 
1 + GJG, (t/r)'ln J ( t )  = Gjl For first order kinetics, i.e., E = E, exp (-kt), a series 

solution was obtained for only n = 1. In other cases it 
is necessary to resort to numerical solutions using a 
computer. 

(') 

where G, is the equilibrium rubbery shear modulus, G, 
is the glassy shear modulus, 7 is a constant, and n is an 
integer. Normalizing to T = 1 and defining G,/Gg = E :  

Now, for a degrading system, E will be a function of time 
(G, is taken to be constant) and, for some experimental 
time t, there corresponds a shift at due to reactions prior 
to t .  Then, if at t a change in E (i.e., v) occurs, we impose 
the condition 

Substituting Eq. (2) and using the variable u = t + a 

(4) 
1 + ul/" - 1 + (u + Aa)l/" 
1 + €ul/% - 1 + ( E  + A€) (u + ha)'/" 

Using the binomial expansion and going to the limit of 
h E + 0, the following differential equation ensues: 

Inasmuch as G, = loio, E will be of the order and, 
therefore, the approximate form where E is neglected 
relative to unity should be adequate for our purposes. 

The degradation kinetics will determine the time de- 
pendence of E. It turned out that for this non-linear differ- 
ential equation, a separation of variables could be 
obtained only for zero-order kinetics, viz., for 

Experimental evidence for such a scission rate law has 
been given by P. Thirion (Ref. l), among others. There- 
fore, one obtains 

-- au - 1 - nE,ku(l + ~'1'~) 
at 

which can be integrated to give 

(7) 

Although we have presented these results as applied 
to the calculation of the creep behavior of networks 
experiencing scission, the assumptions inherent in this 
treatment are equally applicable to stress relaxation. Here 
again, the uniform distribution of stress among all exist- 
ing chains both before and immediately after the scission 
process is assumed. 

Using the reciprocal of Eq. (1) as an approximate gen- 
erating function for G(t), the shear stress relaxation 
modulus of a polymer with crosslink density v, and follow- 
ing the same logic as in the case of creep, one eventually 
arrives at Eq. (5). Thus Eq. (5 )  is valid irrespective of 
whether stress relaxation or creep is considered. It should 
be noted, however, that the parameters of the generating 
function, n, G,, and G,, may be different for the same 
polymer undergoing stress relaxation or creep. (Ref. 2). 

Under certain conditions, the response of a network 
can be dominated by either viscoelastic retardations (i.e., 
very slow chemical scission) or scission phenomena (i.e., 
very fast retardation). Since our development is designed 
to treat the situations where both of these effects con- 
tribute substantially to the observed behavior, it will be 
necessary to determine the range of values of the param- 
eters and k in which a coupling of the two mechanisms 
will occur, 

A reexamination of Eq. (8 )  in this context is helpful; 
if retardation is fast relative to degradation (k is very 
small), then the second term in the denominator of the 
integrand will be negligible. Under these conditions we 
can write 

t =  J u d h = u  (9) 

or, since a = u-t, a = 0. This is merely the mathematical 
statement of the intuitively obvious fact that very slow 
degradation may be ignored in the considerations of the 
viscoelastic response on a realistic time scale. For fast 
degradation, on the other hand, the network will be 
destroyed (i.e., E+ 0) before appreciable creep can take 
place. 

To analyze the behavior intermediate to these two 
extremes, Eq. (8)  can be written as 
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t = L=: [ I +  neoh (1 + A")] dx (10) 

where we have expanded the denominator of the inte- 
grand using the condition that the second term is small 
compared to unity. Also, since the values of interest of 
the quantity u are orders of magnitude greater than 1, 
Eq. (10) is further simplified and integrated to yield 

%kexpw (1  + -31 [ 2 n + l  
n2 t = u  l +  

The coupling of the two network mechanisms is re- 
flected in the value of a. Consider, for n = 1, the condi- 
tions that lead to a becoming t/lO. Thus 

-u2 = 0.1 3 

gives the value of u when t /u = 1.1 or, since t - u, 

3 t - -  10e,,k 

Furthermore, we can constrain this value of a to 
occur before half of the network has decayed, Le., 
1 - kt 2 1/2 or 

Substitution of Eq. (14) into Eq. (13) yields the necessary 
relationship between k and eo 

Thus, if Eq. (15) is satisfied, the value of a will be 10% 
of t before half of the network has decayed. The max- 
imum value of k that will result in a coupling of retarda- 
tions and scission is k eo. At values of k greater than 
this, €4 0 too rapidly. Similar resultb for other values 
of n are found in Table 8. 

The predicted creep behavior for two values of Weo 
is plotted in Fig. 17. The solid line is the response of a 
non-degrading network as predicted by the generating 
function given in Eq. (1) with T = 1 s, G, = 1O1O dyn/ 
cm2, and E,, = The predicted responses for the 
corresponding reacting systems for k = lo* s-l and 

Table 8. Some constraints on the scission-rate constant 
k to realize mechanical-chemical coupling 

Exp n 

1 

2 

5 

10 

No coupling will be 
observed if k is 
greater than: 

Time when f l u  exceeds 
1.1 

k = s-l are shown as a dashed line and dotted line, 
respectively. For comparison, several values of J(t)  with- 
out the application of the a shift, are shown as crosses. 
This is the response that would be calculated if degrada- 
tion were assumed to change G, only, with no effect on 
the course of the retardation process. 

It is apparent that the shift in the predicted response 
curves measured by the quantity a is significant in this 
range where both retardation and degradation are 
important, and that the curve for k = le4 s-I, (k/E,, = 1, 
Table 8) represents the fastest degradation rate where 
this coupling effect can be observed. 

It is to be noted that in spite of the fact that consider- 
able reference has been made to Eq. (l), the generating 
function for the retardation response of non-reacting 
networks, the treatment embodied in this article does 
not hinge on the applicability of this function to real 

log t 

Fig. 17. Coupling of viscoelastic retardation 
and chain scission 
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systems. It was chosen merely as a matter of convenience 
and can be readily replaced by whatever function is 
appropriate to the real system of interest. 
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XVI. Research and Advanced Concepts 
PROPULSION DIVISION 

Parameter 

A. Initial Operation of the Thermionic Diode 
Kinetics Experiment, ti. G. Gronroos, M. L .  Peeigren, 
and J. P. Davis 

Value 

1. Introduction 

The thermionic diode kinetics experiment described in 
SPS 37-54,Vol. 111, pp. 119-124, is in its initial operating 
phase. The purpose of the experiment is to study therm- 
ionic reactor powerplant dynamics and control by non- 
nuclear means. The experimental assembly contains the 
major components in such a system, i.e., thermionic 
diodes, a liquid-metal heat-rejection system, and a power 
conditioner for the electrical output from the diodes 
(described in SPS 37-54, Vol. 111, pp. 49-50, and in Chap- 
ter IX-E of this SPS volume). The speciaIIy designed 
auxiliary equipment consists of a switching unit for selec- 
tion of diode electrical coupling patterns, a low-voltage 
electrical load, a transformer for inducing a variable voIt- 
age for measurement of current-voltage c'haractenstics, 
and an analog computer for simulation of the neutron 
kinetics equations. The equipment being used in the 
experiment allows great flexibility, as well as adequate 
simulation of operating conditions in a true nuclear 
reactor system. 

2. Experimental Assembly 

a. Description of equipmt.  A schematic of the equip- 
ment being used in the experiment was presented in 
SPS 37-54, Vol. I11 (Fig. 5, p. 121). The nominal operat- 
ing conditions are given in Table 1. The basic subsystems 
may be grouped into four functional categories. 

Diode inputs. Each of the four installed diodes (space 
available for two more) has its own electron-beam and 
cesium-reservoir heater power supplies. These units can 
operate directly from a controlled parameter such as 
temperature and current or can be slaved to an output 
of the analog-computer reactor simulator. 

Diode outputs (heat and electricity). The heat-transfer 
fluid, NaK-78, is pumped around the heat-rejection loop 
shown in Fig. 1. The principal components are a 25-kW 

Table 1. Nominal operating conditions 

Temperature, O F  

Flow rate, gal/min 

Pressure drop, psi 

Thermionic diodes (30-cm' area each) 

Maximum emitter temperature, OC 

Average emitter temperature, OC 

Collector temperature, "C 

Nominal operating point, V 
Electrical power output, W 

Thermal power input, W 

Efficiency at terminals, % 

aAt 420 A. 

i 
21 00 
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ELECTROMAGNETIC 

ELECTROMAGNEllC 
FLOWMETER \ 

NaK SUPPLY 

Fig. 1. NaK loop for thermionic diode kinetics experiment 

NaK-nitrogen heat exchanger, an electromagnetic pump, 
two flowmeters (one venturi and one electromagnetic) 
and a 10-kW preheater. The nitrogen from the heat 
exchanger is recirculated after being cooled by an air- 
nitrogen heat exchanger. The 10-kW preheater is the 
only component in the heat-rejection system that is 
either controlled by temperature or programmed from 
the analog computer. 

The electrical output from the diodes goes through 
current shunts to a coupling unit. This unit consists of 
an array of 22 600-A mercury switches for all inter- 
connections to the output buses and a control panel 
for the activation, monitoring, and safeguarding of the 
switches. From the coupling unit output, the power can 
be put into either a low-voltage load or a power condi- 
tioner for stepping up to high voltage. The electrical 
output circuit for the diodes is shown in Fig. 2. The 
power conditioner used in this experiment is that de- 
scribed in Chapter ZX-E. 

The low-voltage load consists of a water-cooled hair- 
pin loop (with insulated flow return bend), a variable 
mercury column external to the hairpin tube, and a 

mercury-height-adjusting cylinder. The stainless-steel 
hairpin consists of two thin-walled tubes, approximately 
36 in. long, connected by a phenolic U-bend. This assem- 
bly is brazed to copper mounting pads at the top and 
is installed in a 1-in.-ID glass tube. This tube, connected 
at the bottom to a mercury reservoir, is filled to any 
desired height corresponding to the desired load imped- 
ance. The mercury level is adjusted manually by means 
of a handle-and-screw arrangement on a double-acting 
Belofram cylinder. When the load is in the open-circuit 
position (when the power conditioner is in use), the 
cylinder can be pressurized from a fault-indicating signal 
from the power conditioner, This pressurization results 
in the breakaway of the magnetic latch and displaces 
the mercury to a predetermined level. This feature pre- 
vents the diodes from running at open-circuit conditions 
under excess power due to a malfunction of the power 
conditioner. 

A sweep transformer, used in conjunction with the 
low-voltage load, induces an ac voltage on the diode out- 
put to obtain a current-voltage characteristic of the 
diode. The initial stepdown from 480 V is through an 
autotransformer. This output is put into the primary coils 
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of the sweep transformer. The secondary of the sweep 
transformer is two turns of 1- X 4-in. copper bus. The 
sweep transformer has a capability of 12 V and lo4 A. 

Data acquisition and controls. Dymec data acquisition 
and printout are used along with numerous display 
meters and 24 channels of chart recorders. 

Auxiliary equipment. The auxiliary equipment neces- 
sary for safe and efficient operation includes an extensive 
array of safety interlocks; vacuum, argon, nitrogen, and 
air systems; and several water- and oil-cooling systems. 

b. Problem areas. The few problems encountered 
thus far have been minor and either have random causes 
(e.g., power outages or trips of vacuum pumps or other 
equipment essential to conduct of the test), or are in- 
trinsically related to the test itself. Among the latter type 
of problems, the mercury switches have malfunctioned 
through leakage of: (1) the top O-ring seal, and (2) the 
Belofram diaphragm. All leaks were eliminated by 
reworking the units. The second area of some concern 
is the W 5 %  Re and W-26% Re thermocouples. 
There have been several mechanical failures of the 
brittle wire at the top of the sheath, as well as short- 
ing of the thermocouple to its tantalum sheath, which is 
at emitter potential. The third problem area is the short- 
ing of the filaments due to misalignment or sag of the 
filament in the emitter. These problems have been 

corrected and have had little iduence on the test 
program. 

3. Thermionic Diode Performance 

a. Temperature distributions. All four thermionic 
diodes have been performance-tested. Data were com- 
pared with the results obtained by the manufacturer 
(Therm0 Electron Corp., Waltham, Mass.) using a spe- 
cial water-cooled test rig. An absolute comparison is not 
possible, since the exact collector temperature is not 
available; however, its range is 600-700°C. In the NaK 
coolant loop, the collector temperature can be varied by 
adjusting the inlet temperature to the test bank and by 
adjusting the helium pressure in the gap between the 
thimble and the diode structure. However, the data indi- 
cate that the diode performance is essentially the same in 
the NaK coolant system and in the water-cooled test rig. 

The emitter thermocouples are inserted near the bot- 
tom end, in the middle, and near the top end of the 
emitter length. The thermocouples measure a temper- 
ature higher than the emitter surface temperature. Calcu- 
lations using a computer code for three-dimensional heat 
transfer show that, in the range of nominal operating 
conditions, the temperature drop across the emitter wall 
is about 1OO"C, and the thermocouples read about 50°C 
over the emitter surface temperature. Although accurate 
diagnostic measurements are not possible, the available 
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thermocouples are very useful for operation of the experi- 
mental assembly and for investigation of the dynamic 
behavior. Also, the combination of the thermocouples 
and the above-mentioned computer program enables 
adequate mapping of the temperature distribution. 

200 

0 

The electron beam filaments consist of coiled tungsten 
wire. In the original design, the coil was wound with 
about a 1:4 pitch variation from bottom to top in an 
attempt to flatten the temperature distribution. This de- 
sign overcompensated and was thus unsatisfactory. A n  
evenly wound coil with a single extra turn at the top 
and bottom ends was also used. This coil minimized the 
temperature drop at the bottom and gave a distribution 
that more nearly approximates that existing in a nuclear 
reactor. However, this coil appears susceptible to a 
temperature run-away phenomenon where the tempera- 
ture at the bottom end increases sharply, the middle 
remains about the same, and the top decreases sharply. 
This phenomenon occurred at the lower cesium reser- 
voir temperatures and appeared to be connected with 
“thermionic burn-out” {discussed in Paragraph c). The 
final filament coil design consists of an evenly wound coil 
with an extra turn at the top end only. These filaments 
will be installed at the next opportune time. 

300 \? P 320 

b. Current-voltage Characteristics. Figure 3 shows 
current-voltage characteristics obtained by inducing a 
60-Hz sinusoidal voltage in the thermionic diode circuit 
and displaying the resulting trace on a memory oscillo- 
scope. As indicated on the figure, this measurement tech- 
nique does not give exactly the same characteristics as 
those obtained by static measurements due to the shift 
in the axial temperature distribution with the static 
operating point. The oscilloscope traces are produced 
with a phase-shift-correcting network that eliminates the 
loop trace that would otherwise result due to distributed 
circuit inductances. Also, the operating point that was 
selected ensures minimum broadening of the traces by 
harmonics. A final precaution is to maintain the induced 
voltage for only a fraction of 1 s and thus limit the 
emitter surface temperature fluctuation to an estimated 
value of less than 10°C. The oscilloscope traces show the 
“instantaneous” characteristic for a step change in elec- 
tric load and give a good approximation of the static 
characteristic. Data from the oscilloscope traces are 
readily obtainable, while measurement of the static 
curve is time-consuming. 

c. Thermionic burn-out. Thermionic burn-out occurs 
when an increase in heat input to the emitter, at cesium 
pressure at or below optimum, increases the emitter 

i MIDDLE THERMOCOUPLE 
READING = 1800’C 

COLLECTOR TEMPERATURE = - 6OO0C 

SWEEP VOLTAGE MEASUREMENT 
4 
c’ 
t 
L* LL 3 
U 

I A - -STATIC MEASUREMENT 

400 s\ I I I 

\\ I CESIUM RESERVOIR TEMPERATURE, “C = I 

OUTPUT VOLTAGE, V 

Fig. 3. Current-voltage characteristics obtained by 
inducing a 60-Hz sinusoidal voltage 

temperature and causes the cesium to desorb from the 
emitter surface. The emitter temperature increases further 
due to decreasing electron cooling, which further desorbs 
cesium, etc., resulting in a runaway condition. The final 
equilibrium attained has a bare emitter at very high 
temperature, with essentially no electrical power output. 

Thermionic burn-out and its consequences on reactor 
stability have been analyzed at Fairchild-Hiller (Ref. 1) 
and JPL (Ref. 2). The results indicate that self-sustained 
oscillations can occur in a nuclear reactor application. 
However, by proper control of the cesium reservoir tem- 
perature, this situation can be avoided. 

To the author’s knowledge, there have been no pre- 
viously reported experimental observations of therm- 
ionic burn-out. However, a clear indication of its 
existence was obtained in this experiment. One tech- 
nique was by optimizing the cesium reservoir tempera- 
ture at a lower emitter temperature and then increasing 
the thermal power input in small steps until the diode 
failed to reach a new equilibrium. The burn-out is 
slow for this case, because it starts in a localized area 
of the emitter and gradually spreads over the whole 
surface. The second technique, the more rapid means 
by which burn-out was induced, was by lowering the 
cesium reservoir temperature. The resulting traces for 
the two cases are shown in Fig. 4. The thermal power 
input was reduced at high emitter temperatures during 
the transient to avoid damaging the diode. 
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Fig. 4. Thermionic burn-out experimental results 

4. System Experiments 

Several experiments have been made to study the 
effects of: (1) coupling diodes in series and parallel, 
(2) perturbing one of the diodes in the chosen coupling 
pattern, and (3) open and short circuiting. These experi- 
ments were conducted to familiarize personnel with the 
system behavior. During the initial runs, the analog- 
computer reactor simulator was used on a limited scale 
on-line. 

5. Concluding Remarks 

During the initial operating phase of the thermionic 
diode kinetics experiment, the equipment operated very 
satisfactorily with only minor problems occurring. The 
assembly has been developed to a point where routine 
operations and procedures have been established and 
useful experimental information is being obtained. The 
next phase will be the systematic execution of the ex- 
perimental program. 
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6. Liquid-MetaJ MHD Power Conversion: 
Impinging Nozzle Experiment, L. G. Hays 

Liquid-metal magnetohydrodynamic (MHD) power 
conversion is being investigated as a power source for 

nuclear-electric propulsion. A liquid-metal MHD system 
has no moving mechanical parts and operates at heat- 
source temperatures between 1200 and 1400 ’ K. Thus, the 
system has the potential of high reliability and long life- 
time using readily available containment materials such 
as Nb-l%Zr. 

Fabrication of a SO-kWe NaK-nitrogen conversion 
system and a 100-kWt cesium-lithium loop is continuing. 
Tests of a new type of separator with no wall friction are 
described below. 

Friction on the surface-impingement type separator is 
responsible for a major loss in the MHD system. Analysis 
has shown that the cycle efficiency would increase by 
two percentage points if the friction were eliminated. 
One approach to friction reduction is to use two nozzles 
for flow acceleration and to mix the exit jets by im- 
pingement on each other. In this way, it might be 
possible to sufficiently concentrate or coalesce the liquid 
phase without the introduction of a solid surface. 

To test this concept the apparatus shown in Fig. 5 
was fabricated for operation with water-nitrogen mix- 
tures. Water and nitrogen are mixed by the injector 
assembly and are accelerated to 70-140 m/s in the two- 
phase nozzles. The angle of impingement between the 
two nozzIes can be varied. The exit jets impinge in 
the mixing region, where they can be studied visually and 
by probes. Different portions of the resultant flow are 
captured by the adjustable knife edges. The flow rate and 
thrust produced by the captured portion of the flow are 
measured to determine the degree of concentration of 
the liquid. 

The initial experiments have shown that a concentra- 
tion of the liquid does occur. Figure 6 shows the mixing 
region with the two nozzles inclined 15 deg to the axis 
and with a nozzle exit velocity of 85 m/s. The results of 
a survey of the stagnation pressure at the location shown 
are presented in Fig. 7.  Approximately 90% of the 
6S-kg/s liquid flow is concentrated in a region 2.0 cm 
wide. This represents a decrease in the gadliquid 
volume ratio from 11.6, the value at the nozzle exit, 
to about 4. A value of 4 can be accommodated by the 
MHD generator in a cesium-lithium system by dis- 
solving the vapor in the upstream diffuser. Therefore, 
if this value of volume ratio can be attained for the 
cesium-lithium system, the surface-impingement separa- 
tor can be eliminated. Experiments are continuing over 
a range of nozzle inlet pressures, mixture ratios, and 
impingement angles. 
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Fig. 5. Impinging nozzle test assembly 
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Fig. 6. Impinging nozzles in operation 

DISTANCE FROM JET CENTERLINE, cm 

Fig. 7. Stagnation pressure profile across coalesced jet 
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C. Hollow-Cathode Operation in the SE-POC Ion 
Thruster, T. D. Masek and J. R .  Womack 

Many of the possible trade-offs in the use of hollow 
cathodes in ion thrusters have been discussed previously.1 
The present studies are intended to provide additional 
data on the operation of a hollow-cathode thruster with 
certain pole piece and baffle configurations. These data 
will be useful in choosing a suitable design for the 
SEPST ( solar electric propulsion system technology) 
I11 program. The SE-20C thruster used in these tests 
was described in SPS 37-51, Vol. 111, pp. 124-128. 

Configu- 
ration 

1 

2 

Table 2. Baffle and diffuser configurations 

I I I 

Diameter, cm Material 

Baffle Diffuser Baffle Diffuser 

2.79 A Stainless steel - 
3.05 - Stainless steel - 

3 

4 

3.05 - Ferromagnetic - 
3.05 3.56 Ferramagnefic Stainless stee 

Tests were conducted with a single pole piece and four 
baffle configurations. The basic pole piece and baffle 
configuration is shown in Fig. 8. Table 2 lists each baffle 
size used. The cathode, also used in the testing discussed 
in Ref. 3, had an orifice diameter of 0.063 cm and a tip 
diameter of 0.42 cm. The cathode was fitted tightly in 
the boron nitride mount, with the tip flush with the 
boron nitride surface. 

Data on discharge power per beam ion, accelerator 
impingement, and thruster stability are of particular 
interest, since these factors largely determine the use- 
fulness of a given design. For the baffles tested, the dis- 

*SPS 37-48, Vol. 111, pp. 119-125; SPS 37-49, V O ~ .  111, pp. 207-211; 
and Refs. 1-3. 

4 I 4 -0 .64m 

f BAFFLE 

NITRIDE 
MOUNT - 

I 
10 cm 

HOLLOW 
CATHODE 

Fig. 8. Basic hollow-cathode pole piece 
and baffle configuration 

INSULATOR 

charge power per beam ion did not vary greatly with 
baffle size. Typical discharge chamber losses (ion cham- 
ber powerhon beam current) are plotted in Fig. 9 as 
functions of mass utilization efficiency (mercury flow in 
equivalent amperedion beam current) for configuration 
4. For all tests, the discharge losses showed a substantial 
dependence upon the flow rate through the cathode. 

Accelerator impingement was also found to be rela- 
tively independent of baffle size. These data are shown 
in Fig. 10. The most important feature of these data 
is the sharp rise in impingement for high utilization 
efficiencies and high total flow rates. This effect, not 
observed with the oxide cathode in the normal operat- 
ing range, appears to be due to the “direct propellant 
introduction” from the cathode (Ref, 4). A portion of 
this flow can reach the grids un-ionized. To prevent 
this direct loss of propellant and thus achieve a given 
utilization efficiency, the density of the center portion 

450 I I 
FLOWRATE, g/h 

MAIN CATHODE TOTAL 
3.45 1.30 4.75 

@ 3.45 1.55 5.00 

0 3.16 2.24 5.40 

0 4.75 1.55 6.30 

60 70 80 90 1( 
MASS UTILIZATION EFFICIENCY, I 

Fig. 9. Discharge chamber loss vs mass utilization 
efficiency for baffle configuration 4 
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0.6 

0.4 

0.2 
40 

MASS UTILIZATION EFFICIENCY, % 

Fig. 10. Accelerator irnpingeinent/bearn current vs mass 
utilization efficiency 

of the discharge plasma should be increased compared 
with that for no cathode flow (oxide cathode). 

The ion acceleration optics are limited to a maximum 
current density. When this maximum is exceeded, the 
individual ion beams become unfocused and impinge on 
the accelerator grid. The observed rise in impingement 
(Fig. 10) appears to be due to this effect. 

The diffuser (Fig. 8) was added to the baHe to reduce 
the direct loss of propellant from the hollow cathode. 
This element allowed higher beam currents to be drawn 
while maintaining “normal” impingement (950 mA, com- 
pared with about 800 mA without the diffuser). Although 
the impingement rise was not completely eliminated by 
the diffuser, use of this type of element was shown to 
be quite beneficial. 
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D. Laminarization of a Turbulent Boundary layer 
in a Nozzle With Wall Cooling, R. F. Cuffel, 
L. H. Back, and P. F. Massier 

1. Introduction 

The effect of laminarization of an initially turbulent 
boundary layer on heat transfer has been observed under 
certain flow acceleration conditions in supersonic nozzles 
(e.g., Refs. 1 and 2). A consequence of the laminarization 
phenomenon is a reduction in the local convective heat 
transfer, which is of importance in the design of rocket 
nozzles. Presented herein for the conditions at which 
laminarization occurred are experimental distributions 
of the velocity and temperature in the boundary layer 
at one axial location in a nozzle having 10-deg half 
angles of convergence and divergence. The boundary- 
layer probing station, shown in Fig. 11, was located 
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Fig. 1 1 .  Schematic showing probe location 

where the greatest reduction in heat transfer (about 
50%) was observed. There the Mach number was about 
0.2. Laminarization was observed to occur when the 
laminarization parameter K was larger than about 
2-3 X lo6. K is defined as 

with p = viscosity, p = density, and u = velocity, with 
e denoting conditions at the free-stream edge of the 
boundary layer, and with x = distance along the wall 
in the flow direction. 

Compressed air, heated at a remote distance upstream 
by the internal combustion of methanol, flowed through 
a cooled duct before entering the cooled nozzle. Heat- 
transfer measurements were made in numerous coolant 
passages by calorimetry. Some of these measurements 
were previously reported in SPS 37-49, Vol. 111, pp. 
212-213, and SPS 37-50, Vol. 111, pp. 186-189. 

The nozzle boundary-layer measurements were made 
with a pitot probe that had an 0.005-in.-high flattened 
tip and with an 0.010-in.-high thermocouple probe. Simi- 
lar measurements for adiabatic %ow were discussed in 
SPS 37-51, Vol. 111, pp. 116-120. 

2. Results 

Local heat-transfer coefficients along the nozzle, when 
viewed in a representation found to correlate heat-transfer 

data for turbulent boundary layers, indicated that a 
reduction in heat transfer occurred along the convergent 
section at pressures lower than about 45 psia. For choked 
nozzle flow, decreasing the stagnation pressure pt  in- 
creases the value of K, since locally K cc l/pt. Profiles of 
the velocity u and temperature T in the nozzle at an axial 
distance from the nozzle inlet of z = 6.67 in., where a 
reduction in heat transfer was observed, are shown in 
Fig. 12 in terms of the dimensionless parameters u+, T+, 
and y+. These quantities are defined as follows: 

where w denotes conditions at the wall and 

u7 = friction velocity 

= t7w/pwlVa 

T = shear stress 

qw = heat flux from the wall 

c, = specific heat at constant pressure 

y = distance normal to wall 
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Fig. 12. Reverse transition velocity and temperature profiles in the nozzle 
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In Fig. 12, the subscript “0” denotes a reservoir condi- 
tion, the subscript “t” denotes stagnation condition, and 

profiles from Cole’s transformation theory (Ref. 3) for an 
acceleration parameter, pc = qw/(Tw pw cpw uT), value of 
-0.025. The friction coefficients for the intermediate tests 
were obtained by using these two limiting profiles as 
guides and observing the slope of the measured velocity 
profiles in the wall vicinity. 

cf = friction coefficient, cf/2 = Tw/pe U: 

e = momentum thickness 

where 

X (r - y cos 10 deg)dy 

with r representing the nozzle radius. 

In the outer region of the boundary layer, the velocity 
profiles are relatively flat as a consequence of flow accel- 
eration. The wake-like behavior found upstream of the 
nozzle has disappeared. The temperature profiles at 
the higher pressures are similar to those profiles upstream 
of the nozzle. The wake-like behavior observed upstream 
is still evident. Closer to the wall, there is a region where 
the velocity profiles at the higher pressures exhibit a 
nearly semi-logarithmic behavior found in turbulent 
boundary layers. At the lower pressures, the velocity 
profile in the wall vicinity becomes typical of a laminar 
boundary-layer profile. Therefore, the friction coefficients 
for the lower-pressure tests in Fig. 12 were obtained 
by matching the velocity profiles to a laminar boundary- 
layer prediction with acceleration and wall cooling.2 
The particular prediction used was for the acceleration 
parameter = 2, where 

6 = coordinate in x-direction 

with g, = T,/T, = 0.5 and Prandtl number Pr = 0.7, 
which closely match the experimental conditions. Viscos- 
ity was assumed proportional to temperature to the 0.7 
power, O. At the higher pressures, the friction coefficients 
were obtained by using as a guide the predicted velacity 

“Back, L. H., Acceleration and Cooling EfFects in Laminar Boundary 
Layers-Subsonic, Trammic, and Supersonic Speeds ( t o  be pub- 
lished in the A I M  I.). 

The correspondence between the measured velocity 
and temperature profiles near the wall at the lower pres- 
sures and the laminar boundary-layer prediction indi- 
cates that turbulent transport could not have been 
significant in the wall vicinity where the production of 
turbulence is largest for a normal turbulent boundary 
layer. However, the shape of the profiles in the outer 
part of the boundary layer still indicates an influence 
of turbulent transport. Laminarization in accelerating 
flows apparently results from a suppression of the mech- 
anism by which turbulence is produced in the wall 
vicinity. This view is consistent with other studies (Refs. 
4 and 5) that indicate the importance of the region near 
the wall in the production of turbulence. 

On closer inspection of the profiles, it is noted that 
the velocity profiles are typical of the laminarized be- 
havior up to a pressure of 45 psia, while the temperature 
profiles at 45 psia and above collapse onto a turbulent 
profile. The latter behavior was also noted in the heat- 
transfer data where the reduction in heat transfer oc- 
curred at pressures lower than about 45 psia. The velocity 
profile was turbulent above about 150 psia. Based on 
these observations, it is apparent that, with wall cooling, 
the laminarizing effect of acceleration on the velocity 
profile can occur at Reynolds numbers larger than those 
at which laminarization influences the temperature profile. 

3. Summarizing Remarks and Conclusion 

Heat-transfer and boundary-layer measurements in the 
convergent section of a cooled, conical nozzle were found 
to be unlike those for a turbulent boundary layer when 
values of K exceeded about 2-3 X lo4. 

At the larger values of K ,  or at lower Reynolds num- 
bers where the reduction in heat transfer amounted to 
about 50%, boundary-layer measurements indicated the 
drastic change in the velocity and temperature profiles 
in the wall vicinity. The profiles became laminar-like 
near the wall. The mechanism by which turbulence is 
produced in the wall vicinity is apparently suppressed 
in accelerating flows. This conclusion is consistent with 
observations on the important role of the wall in the 
production of turbulence. 
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At the intermediate values of K ,  the velocity profile 
still became laminar-like near the wall, while the tem- 
perature profile, like the heat transfer, was typical of a 
turbulent boundary layer. 

(3) The launch vehicle will be the largest of the Titun 
family, the Titan IZZC-7. This, as presently con- 
ceived, is a non-manrated vehicle that employs the 
standard trans-stage, the stretched first-stage tanks 
and twin 7-segment solid strap-ons. 
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Previous mission studies (Ref. 1) were based on an 
electric propulsion spiral out of earth orbit and a sub- 
sequent spiral in to the target Planet’s orbit* Since these 
missions appeared suitable for a spacecraft operating 

a m - k w e  powerplant, they were used in the 
development of the reference mission profile. Besides 
the three COnStraintS listed PreViOUSlY, it Was necess- 
to make the following additional assumptions to define 
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E. Reference Mission Specification3 for 300-kWe 
Thermionic Spacecraft Design Study, N. K. Simon 

Preliminary spacecraft designs are being generated 
using 300-kWe thermionic reactors as power sources for 
electric propulsion. A Jupiter orbiter mission was selected 
as a representative target mission so that mission-depend- 
ent parameters could be factored into spacecraft designs 
at these very early stages. The mission/system interface 
is flexible to some degree, and, in any final spacecraft 
design, there are tradeoffs between the mission goals 
and the powerplant capabilities. Therefore, in any discus- 
sion of either the mission or the system, it is necessary 
to make some assumptions about the other. In this case, 
the constraints were the following: 

(1) Powerplant operation for first-generation designs 
will be limited to 10,000-15,009 h. 

(2) The net spacecraft weight (dehed  as the weight 
of the scientific instruments, the communications 
and guidance equipment, and their supporting 
structure) will be 1 metric ton (2205 Ib). 

‘Developed with the assistance of the JPL Systems Analysis Research 
Section. 

the reference Jupiter orbiter mission: 

(1) A spiral out of earth orbit from 750 nmi. 

(2) Optimum coast, best encounter. 

(3) A s p h l  in to Jupiter orbit at 2X106 km. 

(4) 30,000-lb initial weight for the Titun ZIIC-7 in 

(5) 10,000-lb powerplant weight. 

(6) 240-kWe power delivered to ion engines. 

earth orbit. 

The results from constant-acceleration data with asymp- 
totic matching were as follows: 

Parameter I Value 

Propulsion time, days 
Specific impulse, s 

Initial acceleration, m/s2 
Earth spiral time, days 
Coast time, days 
Jupiter spiral time, days 
Heliocentric time, days 
Propellant weight, lb 

- 550 
4250 

6.3 x 10-4  - 100 
-200 
-50 

4 0 0  
17,700 

The initial thrust (coast plus earth spiral time) will 
require 300 days; the final thrust (coast plus Jupiter spiral 
time) will require 250 days. Therefore, the flight time 
(initial and final thrust times plus coast time) will be 
750 days. The spacecraft will be required to orbit Jupiter 
for some time and send back environmental data to com- 
plete its mission. The time required to complete one orbit 
about Jupiter at 2 X IOs km is approximately 20 days. 
If a total of three orbits is assumed sufficient to complete 
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the mission, an additional 60 days will be required. 
Therefore, the total emission time will be 810 days. The 
resulting mission profile is characterized in Fig. 13. 
The trajectory profile can be used to estimate effective 
sink temperatures, as well as requirements for protection 
against space radiation and meteoroids. 

During the coast and orbit periods, the powerplant 
will have to maintain partial power to sustain the com- 
munications and hotel loads. It has been estimated that 
10% electrical power will be sufficient to handle the 
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Fig. 13. Jupiter orbiter mission profile 

hotel load. The thermal power required to maintain 
10% electrical power will vary between 20 and 30%, 
depending upon the primary radiator temperature main- 
tained. This will depend upon the spacecraft design and 
must be factored into the calculations for nuclear fuel 
burnup requirements. 

The Titan IIIC-7 fairing design, first-stage diameter, 
and required launch probability impose a volume con- 
straint on the payload. With a 35-ft-long fairing, launch 
probability is high (99%). If a strengthened trans-stage 
is assumed, 10-ft-diam fairings up to 80 ft in length 
appear acceptable. It is presently estimated that a 7043- 
long fairing will be utilized for spacecraft containment 
within the nominal 10-ft diameter and for minimization 
of shielding requirements. 

Launch-vibration characteristics are also an important 
constraint on spacecraft design. Peak acceleration spec- 
tral densities of 0.25 g2/Hz are found in the region from 
600 to 1000 Hz (Ref. 2). 
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XVII. Liquid Propulsion 
PROPULSION DIVISION 

A. Advanced Combustion Device Development, 

1. Introduction 

R. W. Riebling 

The Liquid Propulsion Section has been conducting 
a number of research programs to evolve injector and 
thrust chamber design criteria applicable to the develop- 
ment of rocket engines for unmanned spacecraft, using 
the space-storable propellant combination oxygen di- 
fluoride (OF,) and diborane (B,H,). The Advanced Com- 
bustion Device Development work unit has as one of its 
objectives the application of these criteria to the devel- 
opment of a prototype OF,/B,H, fight propulsion rocket 
engine. The prototype engines will be considered for 
use in the JPL space-storable propellants propulsion 
module, which is currently serving as a framework for 
technology advancement with these propellants. With a 
nominal vacuum thrust level of 1000 Ibf, it will be 
capable of performing planetary missions around Mars, 
Venus or Jupiter. The adopted technical approach em- 
phasizes the application of existing technology, rather 
than the generation of new technology, with the intent 
of exposing any problems encountered in an actual appli- 
cation. These will be solved as they arise, or made the 
subject of additional new technology programs, as ap- 
propriate. Another program objective is the dernonstra- 
tion of the basic soundness of currently accepted design 
concepts, in terms of performance and stability levels, 
long-duration durability, and inherent reliability. 

Of the problem areas uncovered by the technoIogy 
effort thus far, perhaps the most stringent is that of 
guaranteeing the structural integrity of an injector/ 
chamber combination in very long duration firings under 
the severe environmental conditions imposed by the 
OF,/B,HG combustion process. This involves suppressing 
throat erosion, chamber streaking, and injector melting 
at flame temperatures on the order of 7000”F, in the 
presence of extremely reactive and corrosive products of 
combustion. The adiabatic wall temperature in the cham- 
ber and at the throat must be minimized without in- 
curring undue performance penalties, and heat flux to 
the injector and chamber must be reduced. Materials are 
required that are resistant to mechanical erosion by 
liquid or possibly solid products in the combustion gas 
stream, and to chemical attack as well. Even at wall 
temperatures as low as 3500°F many materials are 
chemically attacked by the combustion products, which 
contain such corrosive species as fluorine, oxygen, and 
boron. 

The thrust chamber design criteria evolved to date 
have been based on the concept of a passively cooled 
chamber, combined with an injector having a controlled 
gradient in mixture ratio. That is, the injector includes 
a central core region, containing 70 or 80% of the total 
mass flow and operating at or slightly above the design 
mixture ratio, and an outer or “barrier” zone, containing 
only 20 or 30% of the total mass flow and operating at 
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a much-reduced mixture ratio. The fuel-rich conditions 
prevailing in this barrier zone reduce both the adiabatic 
wall temperature and the concentrations of chemically 
undesirable species in the region immediately adjacent 
to the walls, thus helping to maintain the chamber’s 
structural integrity. Nickel has emerged as the most dur- 
able injector material for use with fluorinated oxidizers 
such as OF,, and carbonaceous or graphitic materials 
have been reported to be the most promising candidates 
for use as flame liners and throat inserts in chambers 
thermally insulated by ablative or other materials. 

Accordingly, the technical approach adopted to de- 
velop a flight-prototype OF,/B,H, rocket engine has 
been based on a passively cooled chamber, with a car- 
bonaceous or graphitic inner liner, and an injector made 
of nickel which incorporates some degree of barrier zone 
protection. In the event that the rocket engine must be 
‘buried within a spacecraft, its outside wall temperature 
and heat flux per unit area may not be permitted to 
exceed certain values. Therefore, an additional require- 
ment imposed upon the engines currently being de- 
veloped is that they be adequately thermally insulated. 

Four competing versions of this general design con- 
cept are being evaluated. One was designed and fabri- 
cated at JPL, and the other three were made for JPL by 
industrial contractors. For reasons of economy, and also 
because there may ultimately be a need for an engine 
of this size, the initial evaluation is being conducted at 
the 200-lbf-thrust level. To assure commonality, all 
chambers were manufactured in compliance with a single 
JPL control drawing, and will be evaluated with inter- 
changeable, JPL-furnished injectors. Based on perform- 
ance and durability in 1000-s firing tests, the most 
promising chamber concept will be selected for final 
optimization and the development of prototype flight 
hardware at the 1000-lbf vacuum thrust level. 

This article will describe the design and fabrication 
of one of the four passively cooled, insulated graphite 
thrust chamber assemblies. Future articles will describe 
the other chambers and the injectors, and will report the 
results of the experimental evaluations. 

2. General Requirements 

The basic ground rules and nominal operating condi- 
tions for which the chambers were designed and fabri- 
cated are shown in Table 1. The relatively large 
contraction area ratio is a result of the large injector 
diameter (2.6 in.) required to accommodate the number 
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of injection elements necessary to assure an adequate 
mixture ratio gradient. Lower contraction ratios are con- 
ducive to improved secondary atomization, and hence 
somewhat higher combustion efficiencies with this pro- 
pellant combination, and would be preferred for larger 
scale engines. The expected slight effect on vaporization 
e5ciency was offset in the present case by the use of a 
somewhat longer than usual chamber characteristic 
length (L*) of 20 in. 

All the chambers have an expansion area ratio of 5.0 
and are provided with an external lip (Fig. 1) to inter- 
face with a straight-tube diffuser at the test facility. This 
large expansion ratio (for ground level tests) was neces- 
sary to provide a large enough throat and divergent 

Table 1. General requirements of 200 Ibf 
OF,/B,H, rocket engines 

Core mixture ratio 

Nominal chamber pressure 

Total propellant flow rate 

Throat diameter 

Chamber inside diameter 

Chamber characteristic length 

Contraction area ratio 

Expansion area ratio 

Duration 

Restart capability 

Throttling capability 

Maximum allowable outside wall temperature 

3.85 

100 psia 

0.55 Ibm/s 

1.1 62  in. 

2.6 in. 

20 in. 

5.0 

5.0 

1000 s (continuous) 

Multiple 

None required 

600°F 

Fig. 1. Complete Radiabatic thrust chamber assembly 
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nozzle heat-transfer area to assure the meaningful evalu- 
ation of each chamber concept. In the absence of an 
altitude chamber, the diffuser will assure that these 
nozzles flow full during the €irings. 

The maximum allowable outside wall temperature 
shown in Table 1 is based on the projected requirements 
for a thrust chamber completely enclosed within a 
spacecraft. 

3. Radiabatic Thrust Chamber Concept 

One of the four thrust chamber concepts being evalu- 
ated is the Radiabaticl thrust chamber. A complete 
thrust chamber is depicted in Fig. 1; an exploded sec- 
tional view is depicted in Fig. 2; and its physical char- 
acteristics are summarized in Table 2. 

The heart of the Radiabatic concept is the pyrolytic 
graphite heat conduction wedge assembly which sur- 
rounds the monolithic graphite chamber liner. Pyrolytic 
graphite is anisotropic; that is, in one plane (A-B plane), 
it is a very good heat conductor, while in a perpendicu- 
lar direction, known as the C-direction, it behaves as 
an excellent thermal insulator. In the thrust chamber, 
the wedges are so oriented that their C-direction is cir- 
cumferential. Therefore, a maximum amount of heat 
will be conducted along them in the radial and axial 
direction, while circumferential conduction is minimized. 
Most of the heat entering the liner in the throat region, 
where temperatures are a maximum, will thus be con- 
ducted axially to the relatively cooler head end of the 
chamber, and rejected to the combustion gas stream in 
the vicinity of the injector, and to the liquid-propellant- 
cooled injector itself. The Radiabatic concept is thus 
similar to other metallic or bimetallic conduction-cooled 
thrust chambers, with one significant distinction: in the 
Radiabatic chamber, heat is rejected only to the injector 
and to the relatively cool combustion gases in the barrier 
zone. No auxiliary film-cooling should be required, be- 
cause the graphitic materials can operate at higher 
temperatures than most metals. 

The pyrolytic graphite wedge assembly is surrounded 
by a layer of Grafoi12 and a pyrolytic graphite insulator. 
The latter insulator has its A-B plane axially oriented, 
and its C-direction radially oriented, to minimize radial 

'Manufactured by Thiokol Chemical Corp., Reaction Motors Div. 
DenviG, N. J. 

Troduct of Carbon Products Div., Union Carbide Corp., New York, 
N. Y. 

Table 2. Physical characteristics of the Radiabatic 
thrust chamber (less injector) 

Overall length 10.25 in. 

Maximum outside diameter 7.88 in. 

Weight 3 1.25 Ibm 

External volume 458 h8 

heat conduction. Its effect is to drop the wall tempera- 
ture at its outer periphery to about 2000"F, so that the 
entire liner-insulator assembly can be contained within 
a columbium alloy shell, which is the main structural 
element of the thrust chamber. The final drop in tem- 
perature from columbium shell to the outer steel can is 
accomplished by two concentric layers of Dynaflex3 in- 
sulation, which reduce the outside wall temperature to 
a predicted value of less than 600°F. 

The JPL injector is mounted directly to the adapter 
flange shown in Fig. 2. Heat conduction into the pro- 
pellant valve and the surrounding structure via this 
ffange is minimized by the interposed silica-phenolic 
ablative insulator. 

4. Fabrication and Assembly 

The graphite chamber liners were machined from 
solid billets of commercially available, molded artificial 
graphite. One thrust chamber had a liner made of 
ATJS4 grade graphite, while the second had a liner 
of regraphitized graphite (PT0248)4. The &st material 
was chosen for its low cost and ready availability, and 
will serve as a reference material against which to com- 
pare more sophisticated products. The second was 
selected because of its reported superior thermal shock 
resistance. Further advantages of the monolithic liners 
include ease of fabrication and quality control because 
of one-piece construction from a single material. A 
chamber liner with the pyrolytic graphite retainer ring 
cemented in place is shown in Fig. 3. 

The pyrolytic graphite heat conduction wedges were 
originally formed with rectangular axial sections. 
Twenty-four of these wedges were then laid up on a 
graphite mandrel with an equal number of Grafoil lam- 
inate separators, and bonded together with 6 7  Resin 

'Product of Johns Manville, New York, N. Y. 

'Product of Carbon Products Div., Union Carbide Corp., New York, 
N. Y. 
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Fig. 3. Graphite chamber liner (photo courtesy of fhiokol Chemical Corp.) 

(with Activator R)5, as shown in Fig. 4. The separators 
further reduced circumferential heat conduction between 
wedges. Resin was intentionally omitted in one plane 
bisecting the cylinder longitudinally, however, so that 
the wedge assembly could be removed as a split cylinder. 
SubsequentIy, the internal and external contours shown 
in Fig. 2 were machined on a tracer lathe, the mandrel 
being destroyed in the process. The interior of the wedge 
assembly and the exterior of the chamber liner were 
lapped to assure intimate contact, and the split wedge 
assembly was cemented to the liner with C7 resin. 

The pyrolytic graphite insulator was formed in one 
piece, with an internal taper at the aft end to match a 
corresponding external taper at the aft end of the 
wedge assembly (Fig. 2). A view of this part during 
the fabrication process is shown in Fig. 5, which also 
shows the additional material subsequently deposited. 
This insulator, together with an intervening layer of 
Grafoil laminate, was then cemented in place around 
the wedge assembly. The combined assemblies were 
finally cemented into the columbium alloy jacket as- 
sembly, two layers of Dynaflex insulation cut, shaped, 

Troduct of Armstrong Products Co., Warsaw, Ind. 

and installed to surround the jacket, and the protective 
outer sleeve cemented in place. 

Fig. 4. Pyrolytic graphite wedge assembly before final 
machining (photo courtesy of thiokol Chemical Corp.1 
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Fig. 5. Pyrolytic graphite insulator during fabrication 
(photo courtesy of Thiokol Chemical Corp.) 

The ablative insulator and adapter flange were bolted 
to the columbium jacket assembly after installing the 
miscellaneous gaskets shown in Fig. 2. 

8. Preliminary Burner Tests With Oxygen 
Difluoride and Diborane, 
F. Gerbracht, R. Scott, and R.  Kushida 

Opposed-flow porous plate burner experiments were 
planned using diborane as fuel and oxygen difluoride 
(OF,) as oxidizer. There have been no previous burner 
experiments reported on this system; hence, a number 
of unusual and potentially serious problems had to be 
resolved before a definite design could be evolved. A 
prototype opposed-flow porous plate burner was used; 
diborane was burned with air, and OF, was burned 
with ethylene. 

A photograph of the test burner setup used in the 
OF,-ethylene tests is shown in Fig. 6. The OF, was 
stored as a gas in the 500-d stainless steel bottle shown 
at the right-hand side of the figure which also shows 
the pressure gauge, solenoid operated valve, the fittings 
containing a brass orifice plate, and the water-cooled 
burner head. The burner head contained a OS-in.-diam 
O.l25-in.-thick stainless steel porous disks as the flame 

'Manufactured by ASCO Sintering Company; it is Grade 1015 which 
filters particles larger than 15 /I. 

Fig. 6. Test burner set-up for OF,-ethylene tests 
(opposed flow) 

holder. The orifice served as a flowmeter. The 0.004-in.- 
diam orifice was used at low flow rates, and the 0.009 in. 
diam orifice was used when higher flow rates were desired. 
The ethylene fuel was fed through a porous disk burner 
of exactly the same dimensions as for the OF, side. It is 
shown in position in Fig. 6 so that an opposed-flow burner 
configuration is obtained. 

The burner configuration for the diborane test was 
exactly similar to the OF, side of the burner shown in 
Fig. 6. The propellant tank was filled with diborane by 
connecting it to a supply of gaseous diborane and cooling 
the tank with liquid nitrogen. This froze the diborane 
in the propellant tank so that noncondensable gases 
could be pumped off. The tank was closed off and 
allowed to recover to room temperature. 

During burning tests with gaseous diborane and air, 
thick deposits of a white congolomerated solid were 
found inside the diborane lines, around the metering 
orifice, and in back (i.e., upstream side) of the porous 
stainless steel burner. Further, on the air side of the 
porous plate, a thick solid deposit of white substance 
with some gray or blackish contaminant formed on 
the porous burner surface (Fig. 7(a)). Chemical analysis 
established that the deposits were boric oxide, with some 
metallic boron forming the dark contaminants. It was 
specifically determined that only minute and nontoxic 
amounts of boranes were present in these deposits. The 
deposits in the supply lines were eliminated by drying 
the lines and using a dry argon purge. The deposits on 
the porous plates could not be completely eliminated, 
but were reduced to an acceptable level by using higher 
gas flow rates through the porous plate. Figure 7(b) 
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Fig. 7. Porous plate after test: (a) high gas flow rate of 
diborane (bl low gas flow rate of diborane 

illustrates the appearance of the porous plate when a 
higher gas flow rate was used. 

A tank and burner assembly, illustrated in Fig. 6, was 
passivated for 24 h at one atmosphere with OF,. Ethylene 
was used as a fuel and injected through a porous plate 
burner head. The opposed flow configuration had the 
0.5-in. diam stainless steel porous plates 0.25 in, apart. 

At low flow rates the incomplete combustion of 
ethylene caused thick deposits of soot to appear on the 
fuel-side porous surface (Fig. 8(a)). Higher gas flow rates 
eliminated these deposits (Fig. 8(b)). In one run, the 
opposed flow gap was decreased to 0.080 in. in order to 
induce higher temperatures on the porous stainless 
surface. These were no visible signs of deterioration of 

Fig. 8. Porous plate after test: (a) high gas flow rate 
of oxygen difluoride (b) low gas flow rate of oxygen 
difluoride 

the stainless steel porous plate due to exposure to OF, 
at an estimated 4QQ to 500°F for 3 min. 

It was intended that the diborane be burned with OF, 
in the concluding series of tests. However, a leak was 
found in the diborane valve. Since the major questions 
concerning techniques for handling small quantities of 
OF, and diborane in the porous plate burner were 
answered, and since the replacement of the valve would 
require considerable reworking of the burner, these 
experiments were postponed URtil an improved system 
would be available. 

These tests established that the opposed-flow burner 
could be used with OF, and with diborane without clog- 
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ging and without excessive oxidation of the stainless steel 
porous plate. The design and fabrication of the research 
version of the opposed-flow burner have been initiated. 
This burner will be operated with OF, and diborane at 
reduced pressure and with a gap spacing which will be 
variable during a run. 

C. Porosity Surface Change of Shell 405 
Catalyst, Preliminary Investigation, A. Karbin 

1. Introduction 

Ignition delays and high-pressure spiking were en- 
countered in cold starts of hydrazine-Shell 405 engines 
when used in conjunction with a hydrazine gas plenum 
system. This system is a method of generating and storing 
gases for use as needed by attitude-control gas jets. Sharp 
high-pressure rises in the catalytic engine tend to dis- 
integrate the catalyst, which could then contaminate the 
generated gases with particles. The one cause of pressure 
spikes has been hypothesized to be “catalyst poisoning” or 
temporary deactivation, which is alleged to result from 
gases such as ammonia, nitrogen, etc., entering the catalyst 
pores and becoming adsorbed on the active sites, thus 
preventing the hydrazine-liquid or vapors-from fully 
contacting the iridium surfaces. However, if the outside 
surface of the catalyst pellets (%-in.-diam and %-in.-long 
cylinders or of finer mesh catalyst) becomes closed, then 
the cause of ignition delays may be due to a mechanical 
surface change rather than poisoning. Furthermore, the 
use of catalytically decomposed hydrazine appears to be 
increasing significantly; thus a deeper understanding of 
the causes of spiking is necessary. 

2. Investigation of Surface Porosity 

A preliminary investigation reveals a change in the 
surface porosity of Shell 405 %-in. pellets with use. There 

appears to be a closing or glazing of the surface pores 
after hydrazine firings, which tends to decrease the 
exposed impregnated iridium surface and could be one 
of the causes of ignition delays. The resultant pressure 
spikes are one cause of swift catalyst attrition. 

The surface pore characteristics are portrayed by the 
electron scan microscopic pictures of %-in. pellets of 
Shell 405 with various histories. Figure 9 is of a %-in. 
cylindrical pellet that has not been treated with iridium. 
Figure 10 shows a treated (Shell 405) pellet that has not 
been fired in an engine. Figure lO(a) is a photomicro- 
graph of the polished cross section of the latter pellet. 
Fig. l l(a) to (d) are Electron microscope photos of a 
pellet that has been &ed in a hydrazine engine for less 
than a total of 100 s in 5-s pulses spaced over a period 
of several weeks. The photomicrograph of Fig. l l(e) is 
of the cross section of the latter pellet. 

There appears to be a similarity between all the cross- 
sectioned photomicrographs (Figures lO(a) and ll(e)), 
but there is a definite difference between the electron 
scan pictures taken of their respective outer surfaces. 
The catalyst without iridium (Fig. 9(c)) and the one im- 
pregnated with iridiurrl but not fired (Fig. 10(b)) appear 
to have well-defined porous surfaces. In contrast, the 
pictures (Fig. l l (b)  and (c)) of a short-pulse-fired engine 
show a lack of definitive porosity. 

3. Conclusions 

The pictures indicate that there is a greater change in 
porosity on the surface than in the internal structure. 
Thus, one may theorize that the closing of the surface 
pores may be one cause of ignition delays by not allowing 
the hydrazine liquid or gas to contact the total impreg- 
nated internal and external iridium pore surfaces. 
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Fig. 9. Catalyst prior to iridium treatment (% X %-in. pellet, calcined at 70O0CI. Electron scan microscope at: 
(a) 18 X, (b) 900 X, (c) 4500 X 
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Fig. 10. Catalyst iridium ~reatment (Shell 4051, '/s X '18 -in. pellet, not fired. Electron scan microscope at: (a) 20 X, 
(b) 9900 X, (cl 19,800 X, ( 1 cross section a# 200 X, (e) side view at 18 X, If) portion of side view at 9350 X 
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Fig. 10 (contdt 
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Fig. 11. Catalyst pellet (Shell 4051 fired for less than 100 s in 5-s pulses over several weeks.  Electron scan microscope 
at: (a) 18 X, (b) 1 180 X, (c) 1800 X, (d) 17,500 X, (el cross section a t  200 X 
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Fig. 11 (contdl 
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XVIII. Propulsion Systems Analysis and Advanced Engineering 
PROPULSION DIVISION 

A. Sterilization and Impact Testing of 
Experimental Pyrotechnic Electronic Unit, 
M. L. Moore 

1 .  Introduction 

Most spacecraft pyrotechnic subsystems built by JPL 
have successfully employed a capacitive-discharge squib 
firing unit. The advantages of this unit-small demand on 
the spacecraft power subsystem, simplicity of design, 
immunity from false firing, and solid-state construction- 
make it attractive for use in pyrotechnic subsystems in 
hard-landing capsules. 

The wet foil tantalum capacitors used for energy stor- 
age in all previous capacitive-discharge pyrotechnic sub- 
systems successfully withstood a drydheat sterilization 
test1; however, the results of impact tests were less than 
satisfactory.2 An investigation was conducted to deter- 
mine if a typical capacitive-discharge firing circuit and 
chassis fabricated with presently available electronic 
components would continue to operate normally after 
being subjected to sterilization and impact tests. 

'Moore, M. L., Thermal Sterilization Test Mariner C Pyrotechnic 
Control Unit, Aug. 1, 1968 (JPL internal document). 

'Bilodeau, K. R., and Evans, K. C., High Impact Survival of Elec- 
tronic Components, Sept. 13, 1968 (JPL internal document). 

2. Description of Unit 

The prototype firing unit used in the investigation was 
small (approximately 2.75 X 1.0 X 0.8 in.) and light- 
weight (3.11 oz), which would allow wide flexibility in 
pyrotechnic subsystem design. The unit before potting 
and conformal coating is shown in Fig. la. It was designed 
to deliver a firing pulse of at least 5 A, for a minimum time 
of 1 ms, to a 1-A, 1-W squib bridgewire with a capacitor 
bank potential of 50 V. A silicon-controlled rectifier switch, 
gated by a unijunction transistor, delivers the stored 
energy to the squib load. 

The capacitors were expected to be the most suscept- 
ible of all components to failure or damage during the 
sterilization cycles and high-impact shocks. The Sprague, 
Type 137D capacitors selected for energy storage are 
hermetically sealed, sintered-anode, tantalum capacitors 
containing a jelled electrolyte. Their operating temper- 
ature limit is 175°C; working voltage is 75 V at 85°C; 
and capacitance is 66 pF -+20%. Four of the capacitors 
were paralleled for energy storage. 

All components were solid-state. With the exception 
of the silicon-controlled rectifier (a General Electric, 
high-reliability type CllDR1200), all components were 
commercial-grade and had undergone no prefabrication 
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Fig. 1. Squib firing unit: (a) before potting 
and conformal coating, (b) after sterilization 
tests 

burn-in or screening tests. The chassis was fabricated 
from 6061-T6 aluminum alloy. Total measured capaci- 
tance of the energy bank was 280 pF; measured leakage 
current of the capacitors totaled 0.85 at  50-V excita- 
tion. The maximum dissipation factor of any of the four 
capacitors was 3.5%. 

ductor resistance; and a 1-fl resistor simulating squib 
resistance. Photographs of the current delivered to the 
load circuit were taken from an oscilloscope connected 
across the instrumentation resistor. Peak current output 
was 16 A; current at 1 ms was 5 A. 

The most significant (but expected) difference in the 
unit after the sterilization cycles was the dark amber 
color of the Solithane conformal coating and potting 
compound, which was originally colorless. The affected 
areas can be seen in Fig. lb. No other effects were 
observed visually or operationally. 

4. Impact Tests 

Following the sterilization tests, the unit was subjected 
to five impacts, beginning at 1000 g and increasing by 
1000-g increments, in each of three mutually perpendi- 
cular axes (Fig. la)  on the JPL “slingshot” shock tester. 
The shocks Iasted 0.5-0.75 ms. After each impact, an 
operational test was made using the same instrumentation 
and test configuration as used during the sterilization 
test. Oscilloscope photographs of the delivered current 
were taken before and after the 15 impacts. No change 
was observed visually or operationally. 

Final operational tests were made by firing 1-A, 1-W 
live squibs at an ambient temperature of 73°F. The 
circuit configuration for these firings was the same as 
that used after the sterilization cycles, except that the 
2-a load resistor was replaced by a live squib. Photo- 
graphs of oscilloscope current traces were taken during 
the squib firings. 

5. Results 

The firing unit met all design requirements after being 
subjected to dry-heat sterilization and shocks up to 
5000 g. The only reduction in delivered firing current 
was observed after completion of the first sterilization 
cycle and was almost undetectable. The measured capaci- 
tance of the energy storage bank after conclusion of the 
tests was the same as that measured before the tests. 

In the live squib firings, average currents of approx- 
imately 18.5 A were delivered until bridnewire burnout 3. Sterilization Tests - 

The unit was subjected to six, 36-h, dry-heat steriliza- 
tion cycles at a temperature of 135°C. After its return to 
room temperature following each cycle, the unit was 
energized and discharged into a load that simulated a 
typical spacecraft squib circuit consisting of a 1-0, 1%, 
instrumentation resistor; a 1-0 resistor simulating con- 

(at 0.16 and 0.218 ms), indicating that more-than-sufficient 
energy is available to fire this type of squib. Since the 
1-n, 1% series resistor is included for instrumentation 
purposes only in a single squib h ing  circuit, it could be 
removed or replaced by a one-turn primary current 
transformer to allow additional energy to be delivered. 
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